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Abstract

A series of lectures are presented on the topic of the location and identification of
compact objects by low frequency electromagnetics. These lectures were presented
as a portion of two graduate level courses in electrical engineering at the University
of Toronto in 1985 and 1987. Magnetostatics, electrostatics and electromagnetic

induction techniques are discussed in detail.
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Forward

In the Fall of 1985, a pilot course was offered to graduate students in electrical engineering at the
University of Toronto. The course, entitled “Topics in Electromagnetic Theory : Latest Techniques
in Remote Sensing”, was taught by Professors J.L. Yen and K. Iisuka of the Department of Electrical
Engineering and me. Professor Yen lectured on microwave radiometry, Professor Iizuka covered subsurface
rada and I dealt with low frequency electromagnetics. -

The material met with considerable enthusiasm to the end that it was offered again in the Fall of 1987
under the new title “Electromagnetic Remote Sensing” with the same lecturers and general topics.

These notes aze a compilation of the material that was presented for the low frequency electromagnetic
remote sensing portion of both courses. The general subject has been covered extensively in textbooks in
the context of geological exploration. Objects of interest are typically considered to be very lazge, often
infinite in extent in one or two dimensions. I have approached these lectures from the viewpoint of the
location and identification of relatively smell compact objects by low frequency electromagneties. This is
an area which has been surprisingly neglected in textbooks even though it is a very relevant topic which
is of practical interest to many researchers in arcas as diverse as submarine detection, pipe location,
archacology and mine and artillery shell detection. I hope these notes will fill that gap in the available
textbooks.

Finally, I must thank my colleague Dr. Yogadhish Das. Much of the work presented in these notes rep-
resents published (and some unpublished) collaborative research by the two of us. Our general discussions
have been invaluable and have had & distinct influence on these notes.




1 Low Frequency Electromagnetic
Remote Sensing

The present course is concerned with remote sensing, particulatly as it relates to electromagnetics. Remote
sensing may be defined as the acquisition of information about an object without physical contact.
Although a host of sensors might qualify as remote sensors under this broad definition, remote sensing
usually refers to the collection and processing of information about the carth or objects on the earth
through the use of photographs and sensor data acquired from a satellite or aircraft. We will refer to this
as “classical remote sensing (CRS)".

The problem of detecting objects concealed from view at distances of between, say, 1 and 100 times
a characteristic dimension of the object is an area of remote sensing which is of much intercst. We shall
call this problem, for lack of a better term, “quasi- remote sensing (QRS)”. The boundary between QRS
and CRS is fussy. Computed axial tomography might be considered to QRS when used to image the
body or a buried object in soil, but tomography using radar signals to image an airplane lies more in
the realm of CRS. Detecting ore bodies using an airborne eleciromagnetic induction detector might be
considered CRS but locating the same bodies from the ground using the same type of detector might be
QRS. We shall not attempt to clearly delineate the boundary between CRS and QRS but rather shall
give representative examples of the latter. Some of these are:

1. Geophysical exploration of compact ote bodies from the ground (maguetics, electromaguetic induc-
tion, electrostatics)

Nondestructive testing (clectromagnetic induction, neutzon tomography, x-ray imaging)
Detection of submarines from aircraft or ships (magnetics, electromaguetic induction)
Detection of land vehicles using buried sensors (magnetics, electromagnetic induction)
Detection of buried ordnance (astillery shells and mines) (low frequency electzomagnetics)
Detection of trapped miners (low frequency electzomagnetics)

Imaging of body parts (x-rays, electrostatics, acoustics)

Mcasurement of electric fields of body organs (clecttocardiogram, electroencephalogram)

I R R R

Measurement of magnetic ficlds of body organs (magnetocardiogram, magnetocncephalogram)

—
o

. Mcasurement of conlaminants in the body such as dust in lungs ot metal fragments (maguetics,
electromagnetic induction)

In the previous list, some technologics applicable to each problem have been noted, although this is
by no meaas an exhaustive compilation. To illustrate the wide spectrum of methods aveilable for QRS,
we shall focus for a moment on the problem of detecting unexploded ordrance. Tuble 1.1 shows the main
characteristics of the three major types of unexpleded ordnance. Keeping these traits in mind, one can
think of a number of possible methods which could conceivably detect buried ordnance. These are shown
in Table 1.2, where they are categorized as Q" or “R” for quasi-remote or remote sensing.

A discussion of the principles and techniques behind all the methods listed is beyond the scope of the
coutse, however, details may be found in [22].

In keeping with the theme of the coutse, we shall restrict ourselves lo quasi-temole sensing methods
which are related to electromagnetistn. Although one could atgue eloguently that all the above methods
are indirectly related to electromagnetismn, we shall be less philosophical and focus on those that directly
involve the generation and/or measurement of electromagnetic fields. These include magaetostatics,
clectrostatics, electromagnetic induction, ground penetrating radar, magnetic resonance, and the sensing
of ultraviolet, visible and thermal infrated radiation. The last three are usually considered to be clussical
reraote sensing techniques and ground peretrating radar is covered elsewhere in the course. Although
maguclic resonance involves the geaeration and sensing of radio frequency radialion coupled with static




magnetic fields, it requires a quantum mechanical ireatment and could easily fill one or more courses by
itself.

Thus, we will restrict this portion of the course to magnetostatics, clectrostatics and electromagnetic
induction, particularly as they apply to detecting nearby concealed objects. In particular, we shall
concentrate on “compact” objects, that is, those which have a finite, closed bounding surface and hence
are finite in extent. All three methods are in the low frequency portion of the EM spectrum (DC to sub-
RF). This is necessary because the materials concealing the object of interest attenuate electromagnetic
radiation and the attenuation generally increases with frequency. For example, Table 1.3 shows the skin
depth at a few frequencies for two of the most common barriers encountered in practice, saline (the major
EM attenuating constituent of the body) and soil.

Since minimum torso thickness is approximately 0.16 m and minimum soil penetration depths are of
the order of 1 to 2 m, solely from the standpoint of signal attenuation it is desirable to use frequencies
less than 1 MHs. There is, however, a tradeoff. Because of the small distances and long wavelengths,
measurements are usually in the near fieid. Thus, the approximations of geometrical or physical optics
do not hold and imaging of a source is not a straightforward matter. In fact, as we shall see, the inverse
problem at these low frequencies is quite challenging.

2 Magnetostatic Methods
2.1 Introduction

The objec: of magnetostatic methods is to measure the static magnetic field associsted with a ferrous
object and to use this information to locate and identify the object.! Ferrous objects, when placed
in a magnetic field, such as that of the earth, acquize mugnetisation of their own. This is normally
referred to as “induced magnetisation”. The magnitude and direction of the induced magnetization is
a function of the ferromagnetic susceptibility of the body, its shape and its orientation with reapect to
the ambient fleld. Ferrous objects may also have permanent or intrinsic magnetisation, usually called
“remnant magnetisation”. Remnant magnetisation is a funciion solely of the thermal, mechanical and
geomagnetic history of the object.

We will be dealing primarily with “compact” objects. The spatial extent of the measureable fleids
associsted with such objects is generally 1ess than o few meters and the tishe taken to measure the fields
is less than & minute. It is important that the carth’s field not change significantly during that period.

2.2 Geomagnetic Field

When the geographical veriations are averaged out, the earth's magnetic field i very similar to that of
a magnetic dipole located ~ 400 km (~ J; of the cartl’s radius) due north of the geometrical center of
the earth (Fig. 2.1, Tuble 2.1). Its axis lies in the meridian plane defiued by 69° W and is tilted 11°
from the geographicel N-S mxis. The south pole of the dipole points toward geographical notth. The
magnitude of the dipole moment is spproximetely 8 x 1032 A:m? which produces an average polar field
of 65000 nanoTeslas (nT) and an average equatorial field of 35000 nT at the carth's surface (Figs. 2.2,
2.3). This average geomagnetic field is mainly due Vo cuzreats in the highly conductive core of the cazth
(self-exciting dynamo action of thermal curreats)

The geomagnetic field posscsses a high degtee of spatial uniformity.? For example, near latitude
45°N where F is approximately 45000 nT, the field gradient is approximately 20 nT/km in altitude and
5 nT/km in Iatitude.® If the sensor is less than 5 m above ground surface, inhomogeneity of magnetic
properties of soil and magnetotelluric curtents may disturb the local »natial uniformity. Buried ferrous
objects, geological anomalics and pockets of residual magnetisation | % lsvier sumetiines the result

1 Siatic magnetic Relds are sneasured for other reasons tno. For example one can sindy the field ltself a0 in interplancinry
field messurements or detenmine current distributions withia the human body from hiorsgnetic messurements.

2This is because Jarge varistions are unlikely over the large volumes of Buld in ihe earth's core aund the high core
tesmperature eradicates lurge contrusts afier o ghort time,

3The horizoatal gradient ~ 0 - 10aT /lom trora equator to pole; -0.03 aT/m of magnetic pales; -0.015 aT /i ot magasiic
cquator; or $0.047F nT/m {4 aotth of equator, « soulh, F la O¢).




of currents due to ancient lightning strikes) will also disturb the uniformity but may be detectable at
standoffs greater than 5 m.

Temporal fluctuations are 25% attributable to currents internal to the earth and 75% due to external
currents. The latter are mainly located in the ionosphere and variations are caused primarily by fluctu-
ations in the solar wind. The internal and external currents are coupled and lead to a complex temporal
variation which can be resolved into several components (Figs. 2.4-2.6):

1. Secular variations: Occur at a rate of typically 30 nT/year.

2. Diurnal variations: At mid-latitudes, F decreases rapidly soon after sunrise, reaches a minimum
at noon and increases during afterncon and night. The amplitude of oscillation is & maximum in
June (~ £25 nT) and is minimum in January (~ £2.5 nT). The direction of the field also changes
by a similar amount.*

3. Fast variations (micropulsations): There are several $ypes including Eschenhagen fluctuations
(amplitude ~ 0.5 - 5.0 T, period ~ 25 sec, total duration ~ few minutes); hydromagnetic pearls
(amplitude ~ 0.02 nT, period ~ 0.3 - 3. sec); oscillation of the earth/ionosphere cavity (amplitude
~ 0.002 nT, period ~ 0.025 - 0.2 sec).

-

Exceptional variations (magnetic stormas): These happen several times per year and are
linked with solar activity. In fact, they occur ~30 hr after strong pulse-like eruptions on the solar
surface (solar flares). The typical variations are from 500 - 1500 nT with a wide range of frequency
components. In extreme cases, the fluctustions are so strong as to produce visible deflections in
compasses.® During magnetic storms, the only thing that can be measured are magnetic storms.
Such storms may last several houn.

2.3 Interplanetary Field

Remote sensing also includes measurements in outer space and magnetic measurements are a very im-
portant component. There are thzes main areas of interest:

1. 300km < r < 800km : Measurement of the gecomagnetic field is of intereat, particularly small Gaus-
sian deviations frora the dipole model. Most of the geographical heterogeneity has been smoothed
oul at this height.

2. 1000k < r < 20Ry : Thia includes the Van Allen radiation belts. The field is gencrally dipolar,
being approximately 300 aT ot 5Rg and 10 oT at 20Rg (g is the radius of the carth, = 6400
km).® lere, deviations due to intense ionic currenis produced by the belts aze of interest. (Fig.
2.7)

3. r> 20Ry : Field values are less well known in this region, but are typically 5 nT. Spatial and
temporal variations are of the order of 1 al and are due to phenoinena associated with the solar
wind.

2.4 Magnetic Units

The subject of electromagnetic units is a thorny one and no where is this more evident thaa for magnetic
units. Historical reasons brought about the plethora of units which has led to considerable confusion. The
teader can remove much of the myslery concerning magnetic units by referring to the excellent discussion
by Jackson {5]. Here we shall only list the units which are notmally used (Table 2.2). Fortunately, Sl
unils are now considered to be the standard for all but certain theoretical physics applications and we
will use them in this course. SI units are in boldface in Table 2.2.

¢As a crude estimsate of the maximum angular change, Af ~ con=! (%%‘%2) ~ .79,

$ The megactic storm of 1850 produced (AF/F) ~ 10%.
$The field obeys an v~! law.




2.5 Fields of Magnetic Anomalies

Deviations of the measured magnetic field due to sources other than those of geomagnetic origin previously
mentioned are usually called “anomaly fields” or “magnetic anomalies”. Geological anomalies, due to ore
bodies, are typically in the range of 100 - 1000 nT. Virtually all magnetic anomalies are due to magnetite
concentrations which are associated with the ore of interest (gold, asbestos, uranium-niobium).

Magnetite, being ferrimagnetic, has a magnetic susceptibility typically between 1.2 and 13. Ferro-
magnetic materials have susceptibilities almost always greater than 50 in the earth’s field. Man-made
ferromagnetic objects have much smaller dimensions than magnetite formations but sensors can usually
get much closer to them. Thus, on the whole, the fields associated with ferromagnetic objects of interest
tend to be of the same order of magnitude as geological anomalies.

Typical nongeological objects of interest may include armoured vchicles (peak field ~ 10000 nT),
submarines (~ 1 - 10 nT), buried mines and artillery shells (~ 10 - 1000 nT), archaeological artifacts,
parts of the human body (< 10~2 nT)(Fig. 2.8).

2.6 Methods of Detection

Sensors which measure magnetic fields are called magnetometers, although usually the term is reserved
for sensors measuring fields less than the typical geomagnetic field. Generally, there are two types
of magnetometer - vector sensors and total field sensots. The former, which include fluxgate sensors,
optical fiber interferometers, thin film sensors and Superconducting Quantum Intetierence Devices ot
SQUIDs measure a single component of the ficld. The latter, which includes all magnetic resonance
maguetometers (proton precession, optically pumped alkali vapour), measure the magnitude of the field
but not its direction. Fig. 2.8 shows minimum sensitivities of typical magnetometers and clearly several
of these are sufficiently sensitive for our purposes,

Principles of operation of various magnetometlers are beyond the scope of these lectures, but this
informetion may be found in the bibliographic references. As an example, the operation of a commounly
used vector magnetometer, the fluxgate, is illustrated in Fig. 2.9. .

In general, if the anomaly field is denoted by b = (by,ds,52)and the carth's field is &g = (o1, bos, dus),
then a vector magnetometer would measure

buj=boj +8 j=1,20t3 (1)

whercas a total field magnctometer would measure

= I&,MH = (bg+b’+2&3-$)m (@
Generally & 3 b and a Taylor expsnsion can be performed. We get
bombo 49 b+ 5%3 :b‘— (:,.5)’] - I:S.? [»;~E] [b‘ - (7-8)’] +oe (3)

5= b5"% (4)

Thus to fitst order, a toial field magnetometer measures the magnitude of the earth's field plus the
projection of the magnitude of the anomaly ficld along the direction of the earth's ficld vector.

The chief edvantage of total field megnetometers is that they are insensitive to small changes in the
orieritation of the sensor. Vector magnetometers will suffer targe baseline fluctuations when rotated by
only a small angle, due to the large ambient field (Fig. 2.10).

One way of eliminating such baseline fluctuations is to use two sensors, precisely aligned and spaced
far cnough apart that different anomaly field values exist at the different sensors. Such an instrument is
called a gradiometer {although a true gradient is measured only if the sensor spacing is much less than
the sensor-to-object distance). Alignment of sensors is very critical aa Fig. 2.10 shows.

If 3 vector magnetometers are situated close together and oriented to measure 3 orthogonal components
of the field, they can be used as a total ficld magnetometer. One advantage of this method is that the




baseline field bg; may be subtracted from each jth component by extrapolating from an anomaly free
region and thus “f;“ may be measured instead of “b; + l;" Generally, the 3 sensors are made orthogonal

only to ~ 0.01° and software compensation is applied to effectively improve the alignment.

Baseline drift due to temporal fluctuations of the earth’s field may be eliminated by the use of a
“baseline” or reference magnetometer. Simultaneous field readings are obtained both for the reference
magnetometer and another which is used to measure the field near an anomaly. If the reference magne-
tometer is situated far from any anomalies, its field reading may be subtracted from the reading of the
second magnetometer. Spatial uniformity of the geomagnetic field (Section 2.2) ensures that geomag-
netic fluctuations will be eliminated from the second magnetometer signal by such a method. Baseline
elimination using total field magnetometers is slightly trickier if very high precision is required due te
the nonlinear nature of Equation 2.

High accuracy magnetic measurements must bs performed in a low magnetic noise environment. There
are 4 ways of achieving such an environment.

1. Low metallic content laboratories: These are situated in remote locations (at Jeast 40 km from
high-voltage power lines and a few km from other buildings). There is very little metal present and
none of it is ferrous. All power lines are shielded. In auch locations, field gradients as low as 0.1
nT/m are obtainable. The schematic for a low metellic content laboratory is shown in Figures 2.11
and 2.12.

2. Magnetic shields: Thesc usually consist of layers of high permeability material with insulating
gaps between them. Gap spacing and material thickness are chosen to optimize field attenuation.
A properly designed shield can reduce the interior field by a3 much as 102 over the external ficld.
Whole rooms as well as small cylindrical volumes can be shielded in this manner.

3. Active compensation: A field {tee region may be obtained by measuring three orthogonal coimn-
ponents of the external field using a magnetoraeter and applying an electrical current to a set of 3
Helmbkolts coils with mutually orthogonal axes to produce a field opposite to the extemal field.

4. Gradiometer or double gradiometer measurements If it is desired to measure the very weak
field of @ source in close proximity Lo the sensor, one can measure the derivative or second derivative
of the field using a gradiometer or double gradiometer respectively. Biomagnetic measurements,
such as measuring the field of the heart or magnelile in lungs, are typical applications of this
technique. Roughly speaking, the field of a dipolar source falls off as »=2, » being the source-
to-sensor distance. The derivative and second derivative fall off as »~% and ¢=? reapectively and
thus unless a source is close to the detector, its measured gradient or double gradicnt will be quite
small. For example, if & source st 1 o from a sensor is moved to 10 m, its measured fleld is
reduced by 10~9, its gradient by 10-12 and its double gradient by 10-'%. Biomagnesic sources have
been measured using double gradioraeters o unshielded, uncompeusated rooms immediately above
subway stations.

2.7 Rotational Properties of Magnetostatic Measured Quantities
2.7.1 Rotationally Invariant Measurements

The most commonly measured quantitics derived {rom the magactostatic field vector, B, are the three
comporents, B;, the magnitude of the field, B, the gradieat tensor, G and thie double gradient tensor,
I'. The i, § compoaent of the gradient tensor is

Gy = —~ (5)
, 84\’5
where a cartesian system with posilion given by
X7 .- (X1, X3, X3) (6)




is assumed (superscript T’ denotes the transpose). Likewise the double gradient is defined by
Lijp = 55~ (7

Because measure;nent platforms are seldom stable, it is very important to know how these quantities
behave under a rotation of the coordinate system.

If a rotation fromr an unprimed to a primed coordinate system is defined by an (orthogonal) rotation
matrix, A, whose elements are the direction cosines for the transformation, then the vector B transforms
according to 9]

B'=AB (8)

G is a second rank tensor and transforms according to
G'= AGAT = AGA"!? (9)

We wish to deterriine what quantities exist that are invariant under a rotation. Clearly the magnitude

B, being a scalar, is invariant. Invariant quantities assocjated with the gradient tensor become apparent

when we attempt to find its cigenvalues and eigenvectors. To do this one must set det (G - XI) = 0,

where X is an cigenvalue and Iis the 3 x 3 unit matrix. It is easy to show that det (G — AI) is an invariant
quantity for any A and thus

det (G’ — M) = det (G - AI) (10)

Direct evaluation leads to
det (G = AI) = D+ AQ + A3 T - 23 (11)

whete
D = (G11G23Gas + G13G23Cy + G13G21Gn)

- (G11G33Ga + G13Gn Gy + G13G5,Gy) (12)

Q= —%'I\' {67G) =
(613G + G15Ga + G123Cs3) = (G11Gay + G111 Ty + G32Gag) (13)
T =Gy + Csy+ Gy {14)

Inspection reveals that D is the determinant, Q is the negative sum of principal axis cofactozs and T is
the trace of G.
By substituting Equaticn 11 in 10 we got

MDD+ AH{Q - Q@)+ A (T =T =0 (1)

aud since A is an arbitrary constant we have

D=D (16)
Q=q
T=7
From Maxwell's equalions we have .
v.-E=¢ (17)
But Trace(G) = V - 5 and heace
T=0 (18)
Purthermore, if the region is source fice, ihen Maxwell’s equations also stete
Uxb=0 (19)
which implies that
Cy=Gy iti (20)




The field gradient tensor is thus symmetric and is specified by only 5 independent elements (any two of
the diagonal elements and either the upper or lower ofl-diagonal elements). The invariant forms D and
Q can be reduced to

D = (G113 + Gas) (Gl — G11Gy3) +2G12G13Gas — (G1;Gas + G3,3Ga2) (21)

Q=G+ Cly+Gls+ Gl + Gl + GGy (22)

In order to investigate the properties of D and Q we choose a rotation that diagonalizes G. This is
called a “principal axis transformation” and the coordinate system axes are called the “principal axes”.
We denote this coordinate system by a double prime (*).

' 1n-1) 0 0
G" = Gy, 0 -i(m+1) 0 (23)
0 0 1
where the asyminetry factor 7 is given by
Gll] — GI’I
n= -—”Em-‘—-‘- (24)
a3

and GY,, GY;, GYy are the principal axis components of the gradient tensor. Without loss of generality
we chooss

1G5l 2 1G5, 2 161, (25)
and thus
0<n<1 (26)

Substitution of Equations 23 and 24 into 21 and 22 yields

D= ; (t-v) o3 (27)
1 I
Q= (3+1) Gy (26)
Equations 26,27,29 yields
0gDg %G;'; (29)
e sQsoy (3)

Although there would appest to be enly 2 indepenrdent quantitics nceded to construct G in this
system, there ate indeed 5, since 3 Euler angles are necessaty to speciiy the rotation relative 1o a known
space-fixed system (usually the detector system). More specifically, the iransformatlion matrix A" be
tween the principal axis and space-fixed system is formed by

A" = (6 & 6) (31)

where ¢}, ¢y, €3 are the norinalised cigenvectors of G.

Both D and Q requite all 5 independent components vy s and boih are rotationally invarisnt. Q,
having only quadratic as opposed to cubic terms, should lerd itself 1o casier analysis when atiempting to
determine the source characteristics from the field. Q can more closely approximate the largest principal
axis component of G because @'/? has a smaller range of values than DV/?, for a given value of GY,.7 All
these points suggest that @ should be preicreed to D when attemptiag to analyse geadient dets. This
indeed turns out to be the case when the properiics of D and Q are compared for the specific case of a
stalic magnelic dipole source.

Note that 0 < D < 0.63GY, and 0.886GY, < @f < &%,




2.7.2 Rotationally Invariant Measurements of a Dipole Source

Now lets examine the magnetic field of a static magnetic dipole. In practice, the magnetic fields associated
with ferrous bodies frequently behave as though they were due to a static magnetic dipole situated at
the geometric center of the body. Our aim is to try to relate the invariant measurable field quantities to
the souzce characteristics (position, dipole moment) so that the latter can be deduced from a series of
field or gradient measurements. We employ two coordinate systems; a space-fixed ore denote by capital
letters and a system fixed to the dipole, denoted by small lettess, which we call the “body-fixed” system.

+T
The dipole is located at position Xy = (Xo1, Xoa, Xos) in the space-ﬁxed systcm and at (0,0,0) in the

body-fixed system. The well known expression for the dipole field bat posxtlon = (21,23, 23) in the
body-fixed system due to a static dipole moment T = (m;, my,m,) is given by
p_opo s o 8 gl
b= g (—m+ 'l (7] I') (32)
where po = 4x x 107 H/m is the permeability of free space and
P =i

1a the body-fixed system, the jk elcment of the ficld gradient tensor is given by
9by

94 = 3;;

Substitution of Equation 32 in the above equation yields

] [zm]) (33)

g = 32&3' (FRT + AT 4 (7] (L - Sem269F)) (34)

3
g = "{;2'—‘ (z,m; + aamy + [6,; -

where §;) is the Kronecker della, or in tensor notation,

Note that Equation 33 has bailt into it the fact that the gradient tensor is symmettic and traceless.
The space-fixed and body-fixed coordinate systcms are coninected by a rotation mairix, A, such that

= AM (35)

The same transfonination applics 1o all other vectors as well. One can also define § and G in the
space-fized system.

= BOop-af g o

§=%r ( i+ o (i) ) (30)
AT . 5R; R .

Gp = 2R (R,u. + KM + [&;. S “] [‘25‘ rw.]) (37)

e Y o
where BT = (¥ - %) and B = TR
Now we wish to evaluate some tolationally invariant messurable quantities. The square of the field
can in principle be obtained {rom s 3-axis tolal field magnetometer.
t Sy o W 0 et A [T -3
6-&&-(")r (m w437 e ) (38)

To evaluate D and Q it is easiest to choose a body-fixed frame in which m; == my = 0 and my = m.
D and Q wte then evaluatod using Equations 21, 22 and 33, The result is exptessed in aa explicitly

invatiant form.
- (i":e) o1 (T#) (|ATH + (7] (7)) (39)

3Can you use the equations for 6, J, § end G to ehow taati= Af and g = AGAT?




2
Q= (33) #10 (2 [T 47 + [T ] [7) (40)

Now assume a coordinate system in which m; = 0 and in which the 23 axis is parallel with the Xy
axis. Further assume that the 2 axis makes an angle « with the X, axis (Fig. 2.13). Field ineasurements
are made in the 23 = 2 plane orthogonal to the z3 axis. This is a geon etry common to many magnetic
source detection problems such as the detection of buried artillery shells and mines, submarines, etc. The
measurement plane in most cases would be horizontal and the 23 axis would be vertical. The rotation
matrix becomes

cosa sina 0

A=| -sina cosa 0 (41)
0 0 1

As an example of the analysis of an invariant quantity we will examine Q. A number of properties
of @ in the measurement plane can be examined, such as zeros, full width at half maximum (FWHM),
maxima, minima, stc. We first study the position and value of the extrema. Extrema of @ in the
measurement plane occur for

'ZTQ =0 for j=1,2 simultaneously (42)
¢

In the present coordinate system Q (Equation 40) can be rewritten

(a123 + 622} + as2d + ag2y24)

9=a (23 + 22 + 23)° (43)
where
3o\’ 2 2
ao=(¥) 7 81 =3m{ +my
ag=ml+m} ; aa=ml+3m}; aq=drm; (44)

Substitution of Equation 43 into 42 and extensive manipulation shows that extrema with respect to 2, 2,
occur in the #3 = z plane for

_ z mims 1/3 mims )1/3 3
Bimes = e [( 3 h +f:) + (T v~ f2) - FMma) | (45)
where
fi = 27m} 4 51mim} + 23m} (47
J2 = [com}? + cym{®m3 + camim§ + cymimg + ¢, nim§ + cymim}® -+ cem?]‘/ 2 (48)
and
S 1§§§+729) - (27s4+am)
0= g T s T ed ) YT o4 T 1728
oo (3843 13481\ (1348 15600
3=\Ted T 1728/ " YT \ed T 1728
520 9696 2744
= [ s — } I s 44
° (64 + 1728) LTI (49)

Subseitution of 1 mes, Z3men int0 the equution for @ (42} yiclds a maximum value of Q of

Gmen = 27%0 (aa + g—:- (3¢ + a;]} (1 + [:—-:] ’)6 (69)




where ay is the quantity in [ ] brackets in Equation 45. The subscripi “maz” has been uscd above to
denote extremna points since it cau be straightforwardly shown thet Q@ > 0.

Inspection of Equation 45 reveals that there is only a single maximum and tl at its position is on
the axis defined by the projection of the horisontal component of the dipole momet, diszlaced from the
origin by an amount that is a fraction of z (Fig.2.14). The fraction is a furction of m;/my «nd varies
from 0 at my = 0 to a maximum = 0.15z at m; ~ 2.5ms and back to 0 ai s = u. Thus the maximum
is directly above the dipole to within < 15%. This is illusirated in Figs. 2.16-%.17 where maps of the
value of @ in a plane 1m above & dipole (z = 1m plane) are shown. The Figures corzespond to different
dipole orientations. Fig. 2.15 corresponds to a dipole with m; = 0, mg = 1A -m?, Fig. 2.16 to & dipole
with m; = 1, my = CA-m? and Fig. 2.17 to a dipole with m; = 2, mg = 1A-m?. For comparison,
Figs.2.18-2.20 respectively show the maps of bs for the same dipole orientat:ous and geometry. Note
that the map for Q is appreciably more narrow than that for by, i.e, the field sizengih is concentrated
nearer to the position directly over the dipole. Furthermore, note that there is a single maximum for @
which is almost directly over the dipole whereas there are maxima and minima for by which can be far
removed from the position in the plane imraediately above the dipole. It appears that using @ to localise
the position of the dipole in the measurement plane would require much less signal processing than by,
provided moderate accuracy is required.

To determine other pertinent quantities such as the moment components and the depth is not so
simple. Since the extremum sclution provides 3 independent pieces of information (why?), at least three
more are required to solve for the 3 position components and 3 moment components of the dipole.
Additional useful information could include the FWHM or FWQM (full width at quarter maximum).
The position for the half maximum points is fourd by subetituting Qmas/2 (Equation 50) in Equation 43
and solving. Unfortunately solutions must be obtuined using a root extractor algorithm to obtain values
of 2;, 23. The solution possesses radisl symmetry about & = (0,0,0) only when my = 0.5 For othez dipole
orientations the locus of the half maximam is not circulazr bui something like a distorted ellipse which is
not centered about 2; = @3 = 0 in the plane (Fig.2.21). The ratio of major and minor axes'%(a/b) of the
locus is a function of my /my (Fig.2.22) and cen be used t.. determine the latter zatio. The length of the
axes are a function of z and can be used to estiate the depth by employing a calibzation curve similaz
to Fig.2.22. Knowing m;/my and z allows us to deterrine & more accurate estimate of the position of
%y = 0 from Fig.2.14. Lastly, the magnitude of i can be obtained by substituting the eeasured value of
Oaan, the estimated values of my /my, %, Cimas, 204 U8IiNG Bames = 0 in Equation 43.

A similar analysis may also be applied to the determinsnt D of the gradient tensor.

An analysis has been applied to the 3-axis component of b and has led to a successful nonrecursive
algorithm for estimating the position snd dipole moment of a static magnetic dipole to within a few
percent ($1]. The method is much less complicated than the above method for analysing @, since the
only measured quantities required are the field values and positions of the maximum and minimum in the
mcasurement plane. An added advantage is that by will be much latger than the field differences requived
to measure the gradient and so a less sensitive sensor is required, It should be pointed out that although
bs is not in itself a rotationally invaziant quantity, in low to mid-latitudes it is reasonably approximated
by (& ~ bs) and hence can be measured by a total field magactometer whose readings are insensitive to
sensor orientation,

A comyparison of some of the properties of Q and by in the measurement planc is provided in Table
23

There are also nonrecursive tracking algorithms based on gradient measurements. These require an
cight eleinent sensor array to measure the five indepeadent components of the gradient plus at least one
field component {20].

2.8 The Magnetic Field of Permeable Objects

_ The problem in megnetostatic cuasi-remote sensing is to determine the nature of a magactically permeable
- ohject from its anomaly field. In order to be able to do this, it is fizst necessaty ‘o understand how &

YFoe thin special casc, the locns of pointe whose values are half the maximutn Is circular with » redius 22 0.40004s.
- ¥ The locus is NOt an ellipse but we can still deSac the “major axls” to be thic symmelry axis and the “minor axie® to
. be ke oujs of largest length orihogonal 1o (he najor axis tn the plans.

10




calculate the field, given ths magnetic characteristics of the source. A complete discussion is beyond the
scope of these lectures, althcr th .- ud accounts are Svaud in 5], [8].

In magnetostatics, the basic assumption is that there is no time rate of change of charge density p
anywhere in space. Thus the equation of continuity giving the current density J becomes,

-

v.J=0 (51)
In addition, L.
VxH=1J (52)
We always have .
V-B=0 (53)

A solution of Equations 52 and 53 that satisifies the boundary conditions is guaranteed to be unique.
Suppose we have 2 regions; region 1 with B, Hy and permeability x4, and region 2 with B, Ha, b3, Let
# be the unit vector directed from region 1 to 2 cn the surface connecting the two regions. If K is the
idealized surface current density, then the boundary condition equations are

B, a=By-# (54)

x (B - ) =R (55)

There are several methods of solving boundary-value problems in magnetostatics, They are broadly
classed as follows:

1. Generally applicable method - vector potential: One can always express B in terms of a
vector potential.

B=VxA4 (56)
V/e need a constitutive relationship
B=B (1?) (57)
but unless it is & very simplo one, the problam is intractable. The most common choice is,
B =pif (58)
Subatitution in Equation 52 and choosing the Coulomb gauge (V A= D) gives

VA =l (69)
This cax then be solved subject to the boundary conditions.
2, Method for J = 0 - scalas potential: ln ihis case
B =~V (80)

where ¢ is the scalar potential. Aguin we nced a constitulive relationship and the problem is
intractable unless Equation 57 is simple. If £quation 58 ia valid then

Vit =0 (61)
and we then apply boundsry conditiona.

3. Hard ferromagneta: In this case Af is given and J = 0. It can be shown that

b (&) = :' Y:I;{j—g )d’a' + 41' fiw ]-—-——Z E::")l .de (62)
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where the field coot ‘inates are unprimed and the source coordinates are primed. Tt is assumed that
M is finite within a volume V' bounded by surface §'. 11

Aliernatively, if we choose to use the vector potential A, we have!?

—
!

1 V' x M (z') M (z

- == 3.1 2 ) -il
A(Z) yom V'———[_I;i'—-a' d*s +4r T x ds (83)

Note that for al’ three methods the problein becomes extremely complicated unless:

1. & simple B (.'?) relationship exists or

2. a simple distribution of M exists and
3. the georuetry is very simple.

Only a few special cases have analytic closed form solutions. Among these are the uniformly magnetised
tphite, the nomogeneous ellipsoid (which includes the sphere as a special case) in a uniform external field
and the infinite length homogeneous cylinder in a uniform external field.

Before we study a specific boundary value problem, a few words should be said about demagnetisation,
a phenomenon which is commmon to virtually all magnetostatic problems. Simply put, the induced
magnetization of a permeable body is not given by the ptoduct of the external ma.gnctic field and the
volume susceptibility, but is reduced by a factor. It is simple to show how this ariges.

Su, pos: a bsdy with volume susceptibility 5 is placed in a magnetic field of intensity H,. Inside the
body there will be a magnetic field H, while outside there will be a fleld H = Hy + H, where H, iz the
secondary fleld due to the magnetisation M of the body. When one solves the boundary value problem,
one often finds a relationship of the form

fix = ffo - dﬁ . (84)
where d is o scaiar. How -ur,
,’Z = xlf; (85)
so that . .
Hy~ Hof(1 +dx) (66)

~ Thus the appacent susceptibility, that is, the yuantity which ‘shen multiplied by the external field gives

the magnetisalion is
X

X (67)
The torm dy represents the reduction of the fleud iruide the body due to its magnetisation.

The factor d is celled the “demagnetisntion factor” and ranges from U for needle-like objects magne-
tised aiong their long axes to 1 for & flate plate megretised tiansversely. As an example, a uniformly
magnerised sphere has 6 = 1/3. Thun demagnetigntior, reduces the magnetic moment of a body by the
ratio 1/ (1 4 dx) {0 < d < 1) and is & function of the orientstion of th~ body with respect to the ambient
magnetic field. Obviounly, il x is small, demegnetisation is negliy,.ble. This is typically so for diamagnetic
and paramagnetic materials. Demagnetisation may be of considerr ble importance for ferromagnetic and
ferrimagnetic materiels.

With these general considerations in mind, we tuen our etiention to the homogereous spheroid in a
uniform exteraal magretic ficld. Although this has heen solved ~xactly (8], we skall appresch the problem
differestly by performing a multipole expansion analysis. This will allow us to demonstraie the nature of
the various sigaificant mullipole components of the field. In uu_tion, the method is applicable 4o objects
whose shapes are more corrplex and whick do not have closed form solutiuns.'®

——

'"Note that —V' - M = pm where pm in the effective megnatic volume charge densily and Al < n' = gu where A ia the
unit vector paralld to the surface clement do! and o s the <ff 2t ve magaetic susface chazgo density.

135} % n' {s the effective magnetic surlace current.

}3The field Inalde & suscoptible voluine is unly nniforsi if the interior properties are homosentous and fsotropic and the
boundery surince is secorud order, such 25 In the crse for an ellipscid. It ls convendent whon analydng comsaonly encountered
shapia guch es sheats and pustne 1 sssane o unlform irdemnal Aeld. The assun Juon will fall acar the volume bovadery
but s usually a reasonable approximation through the body ss a whole.
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2.9 Example of Magnetic Modelling - Multipole Expansion Method

Assume a uniformly permeable spheroid in a uniform parallel magnetostatic field.!* Assume a cartesian
coordinate system defined by orthogonal unit vectors (zl, 24, 33) with origin at the geometric center

of the spheroid. The symmetry axis is the z, axis (Fig.2.23). It can be shown (see [8],p.257) that the
induced field inside the spheroid is also uniform and parallel. Inside the spheivid we have

M! = p3'B, - H, (68)

where M is the magnetization, B is the magnetic flux density, 4 is the magnetic field and the subscript

“1™ denotes interior quantities. If the spheroid is uniform and isotropic with relative permeability u,,
then

B = pypoHi
M = (py - 1) H (69)

Thus bf{ is uniform and parallel too. In the following, we drop the subscript “1” from 1\2{ since we will

be referring to magnetisation explicitly only inside the spheroid. Now the scalar potential of a souzce
with magnetization M’ is given by[6]

b () = 41‘ M.V ( ) dv' (70)
By expansion of the gradient we have,
P (r) = 23; ( = — M dy - / -l-v' M'dv' ) (11)
But V. M' =020 )
¢m (’) = a; . ;"‘;M' ~da’ (72)

Now we carry out a standard multipole expansion about the origin.!®

bm ()= o [” M de + [8 ('1‘>]= s‘z:,ﬁ'-aiuf

4‘ '"J'"z' 8§t B ! 7"

1 & 1 1 C o g
o [aa;oa;, (;77)] 21 /s 2,3 - do'+
pH=e

..‘1.._ -...».._9”_.._. -..1~ .1./ z’z'z'ujl.dz’.&...« N (73)
dr | 82,82, 62 \ v ey s a®8%y '

Recall that the scalar poteutial of a 2*-pole with 2*-pole moment m(") _is given by (6]

m{%

N i i
(3%) — —
¢ hml 83' 2. ( ') (4)

Thus comparing Equations 73 and 74 the fitst four moments of the source distribution are, in component
notstion,

m® = | Afr.dy
gt

1414 is assumed that the cllipecid has no permanient maguctisation.

9 Prime supereript denotes source coordinates, unprimed denotes ficld coordinates, double prime denote mixed. Source
volume Is V! and bourding suzfece s $'. It s implied that #ls not Inside the body. Why?

1$3ummation convention is used In Equetions 73 and 74, ke, when indices are repeated in the same term, surumation
over these indices is implied. For example, mapy = Ep Masa.
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mf,”:/ o M’ ds
8t
) = /s LM dit

5:27—/; 2l 2e! M! - da' (75)

where m(%) is the scalar monopole moment, m&) is the vector dipole moment, m( ) is the quadrupole

mowment (a rank 2 tensor) and m, (3) is the octupole moment (a rank 3 tensor).
As an example of how the mtcgmls are evaluated, we calculate m(®),

m® = [ M .ds=
3,

Mz - di' + / M}z, - de + / Mzl - ds' =
S St S
M;/ z‘;-d:'+M;/ z",-d}'+M;/ 2, da =
5' [ t

M /V (v-a}) av' + b3 /V (v'-4}) dv’+M§/w (v"-ah)av' =0 (76)

The second last line follows from the uniformity of M’ and the last line follows from the divergence
theorem.!”

In a manner analogous to Equation 76, we can show that the a component of the magnetic dipole
moment m{1) is!® 10
m= MV =123 (17)

Similarly, the quadrupole moment  tensor m(2) can be shown to be identically gero. This does require
the assumption of uniform paraliel M' as well as the assumptions of symmetry about the 2z} axis and
mirror symmetry about the plane defined by 2§ = 0 (fore-aft symmetry). Thus

miy =0 (78)

The assumptions leading to the last equation also imply that all even order moments are identically sero,
i.e, for n an integer,

mi2h) = ¢ (79)

The next higher order contribution to ¢y is tue to the octupole moment tensor m(Y). The method to
calculate the moment comporents is tedious but similar to the method used to calculate the previous
three moments. Although there are 27 possible elements for mi®)_ | examination of Equation 75 reveals

afy!
that there are only 10 independent clements. The assumption of &s-axis symmetey {urther reduces the

number of independent nonsero elements to 5. These are:

m{}), = Im{3} = sM{n,
mga’): = m(xau = 3IM31n

m(;,), = IMyly

mith = mi} = ML,

'TWe have proved this for the casc of constant M- but it is true for any A", Can you prove it?
1This equation is true even if M 2 not constant throughout the body.

iy, independent of the cholce of origin in the expansion of Equation 72 but this is not true for higher order moments.
See (5] p.130,
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miy) = M{ I

m$y = MiIss (80)

wheze 1
Iy = —-/ (r'? =2y dv' (81)

2l
Is= [ 2gdv’ (82)
vl
mf:cZﬂ = mfxsp)a = m(ﬂ?a (83)
and .

mis, =0 if a#f#7 (84)

So far the analysis has applied to any axially symmetric body with fore-aft symmetry. Now assume
that the body is a spheroid and that the diameter of the spheroid along the symmetry axis is 2ae and
the diameter of the largest axis orthogonal to the symmetry axis is 2a. It is simple to show that

V= gu'ea3
4x
Iy = -ﬁeas
4x
Iy = 'ﬁes“s (35)

We still need to know the value of M{, M}, M{. Assurac that the external magnetic field (usually the

earth’s) in the absence of the spheroid is b3 = (bo1, boa, dos). A solution of the boundary value problem
((8),p-207), mssuining the permeability of the spheroid is pyy o and that of the surrounding medium is
Heapio, yields

M =ug'Fyby §=1,2,3 (86)
Fy = (pn = 1)/ (14 Aj [per = g3} / (2203]) (87)
where o
Ay = a’c/ (o + a})‘x (s +a9)7" (c+a’e’)""dl J=123 (88)
o
with a; = 63 = a and a3 = ae. lntegration of the previous equation and simplification yields
Ay = A:.-:.-c(t:-%-.l?)(ez’--l)"1 (89)
Ay = —2e (et + E) (¢ 1) (80)
wliere
E=tafe~ [ -1]}) (@-1)7 (01)
for e > 1 (prolate spheroid),
E= (ucum [e{l —‘c’}-‘] —1/2) (1--¢:’)‘é (92)

for e < 1 (oblate spheroid), or

Al-T-'A;=A3=

eal

(93)

for e = 1 {sphere).
Note that each function F; is just the demagnetisation factor for the boundary value problem correspond-
ing to an ambicut magnetic field bo;z}. The functions Fy are graphed in Figs.2.24-2.26.
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We now wish to calculate the magnetostatic field at point 7 from the origin, due to the field indaced
in the spheroid. We assume that the measurement point is in free space. If we keep terms up to and
including the octupole term Equations 73 and 74 imply

bm = ¢ + ¢(8) (94)
or in terms of the magnetic field,
o' =~V n Vg3 - V(e
~ pg! (b(*n + b@)) (95)

Following extensive manipulation of Equations 73,94,95, we have in component notation using summation
convention,

(2) _ Bo_—sf _ (1) -3, (1}
b = g ( my /) + 3r ["vap ]za) (96)
and

bi®) = %r” (Bm?gp ~ 15772 [aazpmf,a,,).' + zpz,msg’] + 351'_‘24135273‘7“}:1)‘) (97)

All fleld quantities have been derived in a body-fixed coordinate system which the observer does not a
priors know. We now introduce & space-fixed coordinate system with arbitrary origin, whose vectors are
indicated by upper case letters. This is the system to which measurements are referenced. It is assumed

that the spheroid center is located at IfoT = (Xo1, Xoz, Xoa):

The body-fixed and space-fixed coordinate systems are connected by a set of Euler angles (¢,6, ¢).
The angle 4 is the augle between the spheroid symmetry axis and the vertical and ¢ is the angle between
the projection of the symmetry axis on the horisontal plane and the space-fixed 1-axis. Because of the
axial symmetry of the spheroid, we can choose ¢ = 0. The Euler rctation tensor [8] is then given by

cosfcosd cosfsing —siné
A=} ~sing cos¢ 0].

sinfcos¢d sinfsing  cosf

(8)

The body-fixed and space-fixed vectors are related by
bo = Ay
mit) = AMQ)
b=AF
83 = ABD
b® = A B(® (99)

wheze T
BO = (BOMBOMI’OS) =

(Bg sin 8y cos ¢o, Bo sin 8y ain ¢o, By cos by) (100)

where 0, is the polar angle and ¢ is the asimuthal angle of By in the space-fixed cartesian system.
Examination of Equations 77 thzough 98 will reveal that given the site and shape of the spheroid (a, ¢},

the magnetic material properties of the spheroid and the surrounding medium (p,1, pty3), the location of

the geometric center of the spheroid (Xo;, Xo2, Xos) and the orientation of the spheroid’s symmetry axis

with respect to the space fixed system (8, ¢), we can calculate the magnetic field (5) due to the presence

of the spheroid that a seusor would measure at a point in space.
An example of the success of such a miodel is illusteated in Figs. 2.27 and 2.28. The firat Figure shows
the measured signature (solid line) and theoretical prediction (dotted) for o 0.08m radius mild steel sphete

BNote that ATA = I where Iis the 3 x 3 identity tensor.
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whose center lies directly under the sensor path at closest approach.?! The depth?? was measured to be
0.73m. Deviation of the model from theory has been shown to be due to remnant magnetization.?® The
second Figure shows the measured signature of a 105mm howitzer shell (solid line) and the theoretical
signature of & spheroid of similar size and shape (dotted line) to illustrate that the model is applicable
to realistic situations involving axially symmetric objects too. Depth was measured as 0.96m, the shell
symmetry axis was tilted 47° from vertical and its projection in the horizontal plane was 43° from
magnetic north. Spheroid parameters of ¢ = 0.06m and e = 3.5 gave the best fit to the data. Measured
values for the shell were estimated to be @ ~ 0.05m, e ~ 3.5.2* Remarkably, even though the model
is only an approximation, the good agreement was maintained as the shell was rotaied and placed at
different depths without having to change the model parameters. The slight difference between the two
curves of Fig.2.28 is likely due deviations of the shell shape from that of the model as well as remnant
magnetisation.

This brings up a very important point about magnetostatic modelling. Remnant magnetization can
be very difficult to model since its strength and direction are often unknown for an individual object.
Generally it is ignored and this turns out to be satisfactory for many applications in which the object
has not had a “colourful” magnetic history. This assumption is not generally true for geomagnetic
applications. In some cases, such as the measurement of magnetite in miner's lungs, the material can be
subjected to a known large magnetic field prior to measurement, thus assuring that remnant magnetization
dominates induced magnetization. The orientation of a particle with respect to the premagnetising field
must be known if the anomaly field of the particle is to be modelled successfully.?®

Although analytical models such as the multipole expansion method provide insight into how the
fields behave, they are of limited use in many practical situations involving permeable objects. This is
particularly so when one has to account for hystetesis curves of B versus H in a material, the effecis of
remnant magnetization or object boundaries that cannot be expressed simply. In such cases numerical
solutions of the field equationa are necessary. One may solve either differential or integral equations,
depending on the problem at hand, by numerical techniques such as finite difference and finite element
and a number of sandard methods are in widespread use. Discussion of such numerical techniques are
beyond the scope of thess lectures, but [19] is a good reference article.

2.10 Inverse Magnetostatic Problems
2.10.1 Introduction

The actual problem with which we are faced in magnetostatic remote sensing is the inverse of that in
the last section. The problem may be posed as follows: “Given a set of magnetic field or field gradieut
measurements referenced to a space-fixed system, detezmine the position, sise, shape and material prop-
erties of the object.” Problems in which field measurements are used to infer properties of the source of
the field are called “inverse problems®.

To study the properties of an inverse problem, we shall use the the uniform spheroid as an example.
We assumne that the accuracy of measurements is such that moments of higher order than octupole may
be neglected. Note that the problem is greatly simplified compared to the case of & body of srbitrary
shape. For the spheroid there are 9 unknown parameters; 2 sise/shape parameters (a,¢), 2 magnetic
material properties (jy1, #tv3), 2 angles which determine the orientation of the symmetry axis (8, ¢), and
the 3 position coordinetes of the spheroid center (Xm, Xo3, Xo3). For a bocly of arbitrary shape, there are

22 independent puunetcn, 3 components of m(‘) 8 independent components of m(z) 10 independent
components of m( and the 3 position components of the center of the object.?® Nevertheless, cven the

N Sensor travelled S to N in straight line in the horizontal plane. Experimnental set up is shown In Fig.2.11.

HDjstance between center of the sensor's active volume and the geometric ceater of the object at the polnt of closest
spproach of the sensor.

BHow would you go aboult showing this?

M We also have y,y = 100, pea = 1, § = 179, ¢ = 180°. The eteel portion of the artillery shell is by no means »
spheraid. It js axially symmetric but it is hollow and has an angular shape, somevwhal like o cross between & truncated
spheroid and s cylinder. The estimates of o and « for the shell arc thus only approximate quantitles based on racasuring
the overall length and widih of the ahell.

3 Typcally the particies ere modelled as spheres or randomly oriented spherolds.

3 Where is the inforioation concerning the sirc,shape, magnelic properies and oricatation of the body contalned?
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uniform spheroid inverse problem turns out to be quite difficult to solve.

In practical situations, the spheroid problem can be further simplified. For ambient field values
typical of those on the earth’s surface, we usually have 300 < g,y < 1000. Typical rocks have values
of ppz between 1.0 and 1.1.27 For this range of 4,1 and p,3, Figs.2.24-2.26 reveal that the F; functions
which determine the components of the magnetization of the spheroid are insensitive to u,1 and p,3.
Thus 4, may be fixed at say, 500 and g,; = 1 without much error. There are now only 7 unknown
parameters;a, e, 8, ¢, Xo1, Xo2, Xos.

It is immediately obvious that information is necessary from multip_gles of order higher than dipole if
the problem is to be solved uniquely. The space- fixed components of B(3) are a function of 6 parameters;
the three components of Xy and the three components of M{1). Thus there is a built in degeneracy that

keeps us from uniquely determining the 7 spheroid parameters from B(®).28 Note that for the special
case of a sphere, there are only four parameters and dipole field information is sufficient to solve the
problem. Indeed it can be shown that the homogeneous sphere in a uniform external magnetic field has
a pure dipole anomaly field. This means that if only dipole field measurements are available, we cannot
distinguish between a compact orientable body of arbitrary shape and a sphere. We will later see that
in spite of this apparent deficiency, dipole measurements can still be used to identify spheroids.

There are two general techniques that may be used to estimate the spheroid parameters from mea-
surements of B. The two are “model fitting” and “pattern recognition”, Although our problem is quite
specialized, these methods are generally applicable to all magnetostatic inverse problems.®

2.10.2 Solution by Model Fitting

Model fitting involves devising a mathematical model to describe the secondery magnetic field as a
function of source parameters and then performing maximum likelihood estimation (MLE) to determine
the paramciczr values that best fit the measurements. Most geometries do not have simple analytical
models and are thus not ideally suited to this method. It is possible to use a numerical model in the
MLE procedure in place of an analytic fleld equation, but this makes the method very computationally
intensive,

For the spheroid, we do have an analytical equation. Unfortunately, in this case as in most, the
field equation is nonlinear in the source parameters which means that a nonlinear estimation technique
must be used. Such techniques are recursive and usually require substantial computer time if there aze
many data points and/or paramelers. Also, the initial values of the parameters must be guessed and
a technique which is insensitive {o the initial guesses is necessary. If the uncertainties in the data are
Gaussianly distributed, least squares fitting is an MLE method and a particularly good algorithm to
use is Marquardt's method (30]. The techuique is reasonably fast and produces accurate estimates of
parametets if the model is correct’® Its main strengths are that its performance (i.c, speed, accuracy
of estimates, etc.) is very insensitive to the initial parameter guesses aund it is reasonably robust. All
fitting methods iend to be more prone to oscillations, instabilities, and nonconvergence as the number
of parameters increases. This may be partly corrected by increasing the nuinber of data points but this
only helps if the points are “well distributed” and then only up to a certain number (typically ~ a few
hundeed). Also, the more data points that are employed, the longer the time required for convergence
of the algorithm. In spite of all these pitfalls, aphetoid parameters have been successfully estimated
using the “dipole+-octupole™ model. For typical laboratory measurements (position errors ~ 0.01m, field
errors ~ 1.0nT), parameters have been estimated to an accuracy of a few percent [30]. Unfortunately,
convergence problems and the formation of false solution sets due to local minima in x* space also occur
occasiunally and must be circumvented by heuristic checks in the computer code.

I Magnetite is an exception with 2 < pyy € 14 sppradmaidy.

2 5(2) can be measured by measuring 7 at distances far enough from the object so that (" 2 0 but near enough w0
that I can still be measured with sufficient accuracy.

P3pecific exampler may be found in [4).

30There are other afgorithms that are faster and more accurate but not both together. These attributes tend Lo oppose
one another so that Marquardl's algosithm is & good conpromise.
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2.10.3 Solution by Pattern Recognition

Pattern recognition involves comparing characteristics of a set of magnetic data from an unknown object
with that from a known object to determine if the two objecis are the same. A full discussion of
pattern recognition is beyond the scope of these lectures, but a number of good introductory texts are
available. An excerpt from one of them (Tou and Gonzalexr [13]) is included with the notes to provide
some introductory terminology. Geophysics routinely makes use of “characteristic curves” to determine
whether the source of a magnetic anomaly is a dyke, plate, dipole doublet or some other simple body.
The chief problem is that generally magnetic profiles®! for a single object change with the choice of
sensor path and object depth and orientation. Thus huge amounts of data must must be stored even
if the number of possible objects is small. Clearly some form of data reduction or compression (called
“fenture extraction”) is essential to make pattern recognition feasible for magnetic identification. One
plan is to oversample each profile, then perform a Fast Fourier Transform and discard higher frequency
information to form the feature vector for the profile 32. For certain geometries, heuristic extrapolation or
interpolation techniques®® can be employed to minimize the number of different depths at which profiles
must be obtained. In spite of these and other methods of data compression, profile matching methods
usually involve huge libraries of characteristic curves or feature vectors.

2.10.4 Pattern Recognition for Compact Axially Symmetric Objects

In & number of realistic situations the sensor-to-object distance is sufficiently large that multipole fields
of order higher than a dipole may be neglected, As previously mentioned, this means that an orientable
compact object of arbitzary shape cannot be uniquely identified by measurements of the field. In practice,
however, the number of possible object shapes and sizes for a particular problem is usually finite and
small. Uniqueness will then be ensured if the fields associated with only those objects are uniquely
different. Under these conditions, location and identity of a compact object can be reliably determined
using an algorithm that is fast and requires only a amail amount of storage for the feature vectors of
an ohject. We will present the method for an axially symmetric object using a spheroid as an example.
The method can be generalized to an arbitrary compact body but it is a tedious and not particularly
illuminating exercise.

The first step is to determine the location and dipole moment components of the object relative to a
space-fixed coordinate system. This may be done by any one of a number of published algorithms using
field {30], (31] ot gradient [26] information or by a method such as that outlined for Q in Section 2.7.2.
In performing the measurernents, cate must be taken to ensure that the sensor is far enough from the
object that higher ordezr multipole fields are negligable.

The space-fixed components of the dipole moment induced in a homogeneous permeable axially sym-
metric compact object by a uniform magnetostatic external field will vary with the orientation of the
object. Since two angles define the orientation, the locus of all possible dipole moments for such an
object is actually 8 two dimensional surface in a three dimensional space. This can readily be seen for
the spheroid problem of Section 2.9. Using Equations 77 and 86, the ruagnetic moment induced in the
spheroid due the ambient magnetic jfield can be rewritten

i = pg VEby (101)
where .
Fpb 0 0
F=|0 &/ 0 (102)
0 0 Fy

and V = V'. By substituting Equations 98 and 99 in 101 and following extensive simplification, we
find that the space-fixed magaetic dipole moment vector can be expressed explicitly in terms of only
space-fixed quantities:

N A profile ls & set of eld measurements taken along & one dimensivnal curve, nsually & straight line, in & planc above
the object,

33 This relies on the fact that for most magnetostatic problems, the profiles are slowly varying spetisl functicns.
M usually based on scallng the apstial extent of the profile as a funciion of depth
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{Fy + [Fs — F]sin® 6 cos? ¢} Boy + {[Fs — F1] cos 8 sin 6 cos ¢} Bos
po ¥ | {[Fa— Fi]sin?8cos ¢sing}Bo; + {(Fs ~ Fy}cosfsinfsing}Bos | . (103)
{{Fs — F1]cos8sinfcos ¢}Boy + {F1 + [Fy — F1)cos? §} Bos

Examination of Equation 103 reveals that for a given ambient magnetic field and surrounding medium,
M is a function of the spheroid shape, size and material (a,e, 4,1) and two continuous orientation pa-
rameters (9, ¢). Also, because of symmetry, unique values of Moccuronlyfor 6 =¢=0,0<6< x/2
when 0 < ¢ < 2x and 6 = x/2 when 0 < ¢ < x. Two magnetic dipole moment surfaces corresponding to
two sphercids of different shape and size are shown in Fig.2.29.

Our plan is to use the dipole moment vector as the feature vector to classify the object. Because the
feature vectors form a surface or manifold in the feature space (M space) we must find a classifier that
can determine to what surface a test vector belongs. The plan is to find a 2-D analogue to the Nearest
Mean Vector classifier, which determines the distance from a test vector to a point.

A number of restrictions and assumptions will be imposed, but these are all applicable to the problem
at hand. We will consider a prototype which is a manifold of M dimensions and a functiun of M
independent parameters. The feature space is of dimension N > M. It is assumed that the manifold is
well-behaved, ie., has no singularities or discontinuities on the portions under consideration. The manifold
is assumed to be finite in extent, but may be open or closed. It is assumed that a given sct of values
of the M independent parameters maps into no more than one point on the manifold. However, one
point may correspond to several values of a particular independent parameter. (The manifold is said to
be “degenerate” in that parameter at that point). It iz convenient to use Dirac bra-ket notation applied
to real vectors. Thus, the row veclor 2y, 23...,2,) is written as (z]. The column vector with the same
elements is denoted by |) and the scalar product of (2| and |y) is written {z| y).

We will specifically be considering a pattern class whose prototype consists of an M = 2 dimen-
sional manifold in an N = 3 dimensional feature epace. The prototype is a function of two continuous
parameters, 6 and ¢. This is illustrated in Figure 2.30.

The prototype tor class i and given 8,4 is a point defined by the head of a vector denoted |my (9, ¢)).
The prototype is approximated by a finite number of “unit cells”. For an M = 2 dimensional manifold,
the unit cells are truncated hyperplanes, or hypertriangles (triangles for N = 3 as in Figuze 2.30),
which connect sampled points |m; ;) on the hyperplane. The subscripts j, k indicate that the prototype
feature vector is evaluated at discrete values of the parameters 6 = 6; and ¢ = ¢\. Where on the
manifold to choose the {my;a) in order to optimally approximate the manifold is dependent on its
structure and will not be addressed further. Consider the region of the manifold for which 6; < 0 < 6;4,
and ¢y < & € dasi. This region of the manifold may be approximated by two hypertriangles. One
hypestriangle passes through {my 4a) , [ 5410) ) [ g a41) 8nd is bouaded by

[wiga) = Imigas) ~ Imega)

[vega) = Imijaia) = [maga) (104)

and [uiza) ~ [viga).
The other hypertriangle passes through [mq s}, Imejeaa41), Ime g +1) and is bounded by

MJ.A) = mgjaa) ~ IMgaian)

[ioa) = lmigaer) ~ Imi e aen) (108)
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By allowing j, k to span the values corresponding to the upper and lower limits of 6; and ¢y respectively,
the entire prototype manifold for class { may be approximated. In what follows the subscripts i, 7, k will
be dropped where it is unambiguous to do so.

To find the distance to the hypertriangle bounded by the vectors lu), Jv),
|u) — |v) we first form an orthonormal basis. The orthonormal basis |a}, B) is constructed using the
Gram-Schmidt method [15]. It is assumed that |u) and |v) are not colinear. The basis vectors are

o) = fu) / (u] )} (106)
)= () - {22 1)) / 01 - L2 * 107
={lv m)-u) v”)_(ulu) . (107)
Let |2} be a test vector and define
Wiga) = [2) = tmiza). (108)

If we further define |y‘(3)..> to be the projection of |y ;) onto the subspace spanned by the basis and
di,ja) to be the vector which is normal to the subspace and which passes through J2), then

ld) = 1) - |41+ (109)

and

[14) = (8l o) o) + (41 8} 18) =

W)y, ol = (el o) /(ulw) f,\  (slv)
(uf ) b+ ((vl v) = (u] v)? / (u] u)) (M {u] w) Iu)) ‘ (110)
After substantial simplification, we find
) = o1 + elv) (111)
where
_. (¥l ¥) {u] ) =~ (p] u) (u] v}
= o) (ul )= fal o) (h12)
and

- {1 v) ~q{ul v)
p= LM—“)——-N (113)

Note that the denoininator in Equation 112 is sero iff. |} and [v) are colinear.

If |2) is & saraple from the class § corresponding to the tegion of the prototype maanifold bounded
by [u),[v), |u) — [v), then cstimates, § and @, of the continuous parameters aisociated with |2) may be
obtained from

6=6; +qiga (B ~ 6) (114)

$ = da + Piga (Basr — ¢s). (115)
The minimum distance, d; ; 4, from the test vector to the hypertriangle is approximated by

dija = {digal diga)? . (116)




The previous equations calculate the minimum distance to the infinite hyperplane passing through the
hypertriangle. The region of the manifold under consideration has been assvmed to be approximated by
the hyperplane only within the boundaries of the unit cell (hypertriangle). Thus, the previous distance
equations are only valid if |y(‘)) lies within the boundaries of the hypertriangle. It can be easily shown
that this is true provided p > 0, ¢ > 0 and 0 < p+ g < 1. If any of these conditions are not satiafied,
then d; ;s is replaced by the minimum distance from the test point to the vectors which bound the
hypertriangle, using the method described above for approximating the minimum distance to a one
dimensional manifold. Foz speed of implementation, g is calculated first and based on its value, the
appropriate calculation of d ;4 is carried out.

By changing all quantities to primed quantities, Equations 106 to 116 may also be used %o find the min-
imum distance to the hypertriangle bounded by the vectors [u'), [v'}, |v') — |u') provided Equations 108,
114 and 115 aze changed to

%) = |2) = Imij41,041) (117)
6=0j11+qi0 (6~ 6541) (118)
¢ =danr + Pija (9 — da). (119)

The minimum distance, d;, ftom the test vector to the manifold is then approximated by

di = min {dijandija) (120)

The test vector is assigned to the class i for which d; is a minimnm.

The proiviype manifold for certain values of one of the continuous parameters, say 6;, may be indepen-
dent of the other continuous parameter. In this case, the manifold between 8, 81,1, ¢a and ga,y may be
approximated by a single primed hypertriangle instead of both a primed and an unprimed hypertriangle.

As an example of Lhe abilities of the classification method, noise-free magnetic moments of six different
spheraids (Table 2.4) were gencrated at 152 increments of the orientation angles 8,9 1o produce a desiga
sel. Test sets, consisting of magnetic moment feature vectors generated &t 50 increments were generated
with different % noiee levels added to them. Table 2.5 shows the probability of misclassification for the
classifier just described (Continuous Parameter Classifier). The continuous parameter classifier theory
and comparison with other classifiers is discussed more fully in {32].

3 Electrostatic Methods

3.1 Introduction

Of all the eleclromagnetic propertics, the conductivity (o) has the widest range of variation. Whereas
under normal conditions the magnetic permeability () varies from ~ pg to 100040 and the permittivily
(¢) varies from ~ eg Lo 80¢g, & can span 20 or so decades (see Fig.3.1, Table 3.1).

Two effects complizate the clecttostatic process in addition to dmple chmic coaductioa. First, po-
tentials can develop in the medium. These are caused by

1. a difference in chemisal polentials of minerals at the interface between two minerals ot
2, gradients in solute concentrations in interstitial water or
3. fluid metioa in porous materials.

These are steady state effects which are generally referred to sa “spontancous polazisation®. Second,
charge may accumulate at ihe interface between certain minerals due to the flow of current from an
external source. This is cauied “induced polarization®. The difference bétween the two is that the former
may involve current flow in the absence of external vollage.
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The “d.c. resistivity” or “electrical imped-nce” method is the simplest electromagretic measurement
method there is, at least in principle. Electrodes are inserizd in the bidy to be measured. A potential
aczoss them establishes a current field in the body and the finite conductivity of the body produces an
electric potential which is meesured at the body surface by two electrodes.

In geophysics, the body is the earth and the field is perturbed by the presence of subsurface zones of
conductivity which differ from the otherwis: Hresumed homogeneous conductivity of the volume. There
are two types of exploration. Vertical exploration involves deiecting layered structures and is generally
done by making measurements as the electrode array gradually inceeases ir horisontal apacing about a
fixed point. Horisontal exploration is used to look for horisonta: a~omalies such as ore bodies and involves
moving an array of electrodes of fixed spacing horizoninily along the ground.

Electrical impedance methods are used in medicine o measure certain global or bulk cardiac parame-
ters and intrathoracic fluid volumes and some attempts have bsen made at imaging soft tissue and bores.
Such measurements are possible because of the large conductivity contrests in the body.?*

There are many types of exploration array systems and we shall only mention a few. For vertical
exploration, the most popular is the Wenner array (Fig.3.2). The voltage for a given input current is
measured and the array is expanded about the center so that deeper layers have more effect on the
potentials. We shall return to this. For hoiisontal exploration, the current electcodes are often fixed at
large distances and the potential contours are mapped, i.c.,(Fig.3.3)

There are some problems associated with taking resistivity measurements. One is contact potential,
the potential between electrodes in the absence of source current. It is due to electrochemical emfs on
clectrode surfaces or material interfaces in the host body. One solution is to measure potentials with
the current in first one direction and then another. Thi» may be done using low frequency AC current
and measuring only the AC component of the voltage, but the frequency must be low enough so that
potentials induced by the magnetic field are negligable. Usually frequencies less than 1KHz are altight
but they should be < 1Hz to ensure no induced polarization effects. Alternatively, one can use exotic
electrodes such as Ag-AgCl to suppress ‘ontact potential.

Another problem, suzprisingly, is the high sensitivity of the methods. Conductivities span a wide range
and these directly affect the measu* * potentials. Thusa perfect conductor and one an ordet of magnitude
greater than the “background” conduciivity are virtually indistinguishable. This makes it very difficult to
accurately measure conductiv:ty values when high conductivity contrasts exist. Electromagnetic induction
gets around this since the efi:ct of including the magnetic interaction is to make the responsc nonlinest
in 0.

3.2 A Neote On Ohm’s Law

Fundamental to d.c. resistivity methods is Ohm's Law:
J=coB (121)

where J is the current density, & is the scalar conductivity and B is the electric ficld.
Note that Ohnu’s law is linear, This i fortunate siuce other’se most problems would be inteactable.
It is an empirical relationship, however, and a number of matexiala do not obey the law for high current
densities. For most e<periments this is not a problem, since |J| < 1A/m? except near the electrodes.
Still, one should be aware of the limitations of the approximation and spproach each protlem cautiously.
Fquation 121 is aciually the scalar form of Ohin's Law and is true only for an isotropic medium. In
general, & is a rank-2 tensor and »
J=FE (122)

To show that anisotropy can be significant, consider three simple dual conductivity models with
conductivities oy % oy (Fig.3.4):

Model (a) is & set of orthogonal rods of conduciivity, , imbedded in medium of conductivity, 3.
In (b) the rods are replaced by parallel sheets and in ‘c) by random spheres. For all models the volume

34 The contrests are nrimarily due te differences In salinity between fulds internal to and surrounding organs,
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fr- ction, p, of material 1 is much less than 2. These models simulate riinerals of low conductivity with
interatitic! water or semr-metallic inclusions. The effective conduciivities are found to be:

(8) Ca=0y=0.= gg—‘ + (1~ p)ea | {123)
(b} 7a = 0y = poy + (i ~ p)os
;= 0102/ {pea + (1 - p) o) (124)
203 + 1y + 2plo — Uz])
2 = Oy = 0y 5
(¢) va=oy=o0,% (2Uz+0’1—p[0'1—0':] o {125)

To ilustrate the variation, we compare th= results of the three models in Table 3.2, It is assumed
that the volume f{ractiou p = 0.2 and &y = 103 or 1000,.

We nc'e from this that even in isoiropiz media, measured conductivity is strongly dependent on
geometry. Also, “platy” structures are highly aeolotropic (anisotropic]. Aeclotropy is very difficult to
analyse and gsacrally we must make the isoiropic assumaption if a mathematical modei is desired.

2.5 Rock Conductivity

Assuming chat clectrostatic measurements can be made and the inverse problem solved to ds*ermine the
conductivities of the body being measured; onc must atiemp* to determine the material’s identity from
ita conductivily. When imaging the human body, for example, this may not be too dificult since bone
has quite 3 different conductivity than muscle or fut. Much of remote sensing is related to geoexplozation
and the picture for rock /mineral conductivity is considerably more confusing.

All minerals, excupt the semi-metallics, are insulatoss with 10-!7 < ¢ < 10-12 S/ impuntxes, such
as eiectron donors/accoptors and other crystal defects, increase this by s few orders of msgnitude. In
the fleld, however, rock vonductivities sxe ~ 10~% to 10-! $/m (Table 3.1). This glasine discrepancy
is accountsd for by the fuct that rock conductivities have little to do with inineral compotition but
ratbar are related to pormeability /porosity of zock o fuids and the conductivity of the interstiilal fluid,
Much work has been dons snd many models have beanr developed Lo determine such properiies {rom
measured conductivities but iV is beyoud the scope of this course. There nge, however, gensral trends of
conductivities with rock type and these are presented graphically in Fig.3.5. Noi shown ia ¥.3.3.5 are tie
meisdlic miversls. These include free metals {0 ~ 108 ~10478/m) and sulfide ores {0 ~ 1043~ 10438 /a).
Structural muductots, 1.¢.,.those with faults cx &m.tu:e Wnes thnt my»ure Iarge quantities of water sre
also cm.ba.dcd

8.4 ‘I‘hex')ry
3.4.1 Gonoral

The basic idea of resistive ineasurements is {o employ an array of efsetrodes conpected to the body of
interest in a (hopefully) appropriste geometry (Fig.3.6). The quantity of interest is Z = V/I which is
called the “iransfer impedance®, For dc. or near d.e. frequencies, the quantity hecomnes 2 = R, the
“transfer resistance”, We will sce that for moat grometries that can be simply analysed,

R = Fp, (126)

where p, is the “spparent resistivity” of the body and ¥ is & geometry-dependant quantily which has
units ofinverse length, We wish to interpeet the apparent reaistivity in termus of the structuze of the body
baing messured. This is seldosn straightforward.

We will assume in the folloving discussions that the medium is isotropic ard shas conductivity is a
scalar quantity. Then Ohm's law is given by Equation 121. Furthermore, we assume that the electric
field ia cons=zvalive, which is equivalent to assuming that we are in the very low frequescy regimae, Thus

UxE=0 : (127
E=-v¢ {128},




where ¢ is the scalar electric potential Except at current injection sites, the time rate of change of charge
is sezo and hence the equation of continuity becomes

v-i=0 (129)
Substituting Equation 128 in 129 yields
V-(aVy)=0 (130)
which may be written
Viy + %(w) (Vo) =0 (131)

The basic Equation 130 or 131 together with the appropriate boundary conditions uniquely specify
the problem and guaraniee a unique solution. Assume two regions, 1 and 2, and an interface surface
between them whose unit nozmal at a point is fi. If the displacement va:iable along the normal direction
is denoted », then th: boundary conditions are

¥1 =93 Dirichlet b.c. (132)

a1V = #3Vy; Neumann b.c. (133)

Note however, [5] (pp.40-45), that a solution to the Poisson Equation 130 with ¢ and 8vy/8n specified
" arbitrarily on a closed boundary (the so-called Cauchy boundary conditions) does not exist! This is
because only a single boundary condition (Neumann or Dirichlet) is necessary at each point of the
bounding surfeize to define a »nique solution to the Poisson equation. We shall use this as 8 method of
solving the inverse problem later.
As with magnetostatics, a wide variety of models have been developed, although almost paradoxically
_ there are only a handful of general geometries which yield closed form solutions. We shall solve a simple
‘model as an example of the methods {o use. Although the example is not a coinpact object geometry, it
does illustzate typical solution methods. The object of the problem, once again, is t¢ deduce underlying
anomaly properties by resistance measurements on the surface of the budy. The fizst step is to have the
. mathematical model and the second is to solve the inverse problem.
A case of importance in geophysics is one in which ¢ is & function only of z. Cylindrical coordinates
{r, ¢, ) are then & good choice due to asimuthal symmetry and 131 becomes

Py 18y 8 16900 _

[ S Py Y i (134)
This equation is solved by the standard method of separation of variables.
v(r3) = R(r)2(2) (335)
where - .
‘Z;,-+;-a-;-+4\1€—0 (136)
and d’Z 1dodg
el St alutul L5 G 7
dz?  odzds VZ=0 (137)

with A being, so far, an arbitrary scparation constant. A general solution of Equation 134 can then be
written

v(r:) = /0 " FVR(A P)Z( 5)dA (138)

where A is obviously positive definite and F(A) is chosen to fit the boundary conditions.
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3.4.2 Example of Electrostatic Modelling

Consider now a two layer earth model in which the current is injected into the top layer at the origin
of the coordinate system. The conductivity is constant in each layer (Fig.3.7). First let’s examine the
field in the vicinity of the current electrode. Assume the electrode to be a small hemisphere of radius b
(Fig.3.8).3 The radial current density is given by®®

I
=" 139
o 2xR3 (139)
where a total current I is injected at the electrode and
Ri=2z4¢2 (140)
The cnrresponding radial electric field is
E, =pJ, (141)
where
=0y . (142)
near the electrode. Thus the primary potential (due to the current electrode) is
In
P _
v T 2xR (143)
From Bessel function theory (i.e. {10]),
1 [ -
7= / Jo(Ar)e~24d) for 2>0 (144)
0

Jo is the Bessel function of the first type of order 0. Now, solutions of Equation 138 are either Jo (Ar) or
Yo (Ar), the latter being the Bessel function of the second type. But Yy (Ar) is singular at » = 0 and must
be excluded. Solutions of Equation 137 for constant & are of the form exp (As). Thus, the resultant
potential in the upper layer is

V1= 9F + 9]

0
=pP+ [ [A)e= + Ba)e+] Jo(Ar)ar (145)
70
for 0 < s < h. Equations 144 and 145 can be combined to yield

w=lt / {[L+ AQ)] e~ + B(A)e*™*} Jo(Ar)dA (146)

In the lower layer, since 2 — 00, the potential has the form

Im -As
C(A)e Jo(Ar)dA (147)

To fiad the dimeasionlesa constants A, B, C, we must apply boundary conditions. These are
i

Oz
=y at z=h

o= 0;;‘ L R (148)

=0 at £=0

3314 is essumed implicily thet the second clectrode ls at infinlty.
3 Boundary conditions are imposed implicilly In this equation alnce the 2w factor ensures that all current must flow lnto
the 2 > 0 region.
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Applying these to Equations 146 and 147, we obtain
A-B=0

(1 + A) e-—lh +Be+lh _ Ce“\"

oy [(1+4)e** - Betrt] = g,Ce~*h (149)
These yield
A=B=e"hK/(1- Ke~b) (150)
where
K=(pa~p)/(pz+p) (161)

Thus, the solution for the potential in the upper layer is Equation 146, with A, B given by Equations 150,
151. Most often, measurements of potential are made on the earth’s surface (z = 0). Then

I
¥(r0) = E%G(” K) (152)
where
® -2k
G(P,K) =1+ 2Kf‘/o —l_:—mxjo (Ar) d (153)

The limiting cases are:
G(rnK)—1 as hfr—o oo

G(r,K)—*% as h/r—0 (154)

As an interesting (7) aside, by expanding the denominator of Equation 153 in a power series in
K exp (—2Ah), it is easy to show that

G(nK)=1+2Kr) K"I, (185)
nx=0
wheze "
L= / =M+ T (3r)dA = 1 7 (156)
0 (7 + {In + 11207)

The secondary potential is thus seen as being due to an infinite series of image sources at poaitions
(0,0, [n + 1]2h) und strength 21 K™+3,

3.4.3 Four Electrode Array

The one electrode configuration is not very practical and so we consider a more general geometry (Fig.3.9).
Two current elecirodes, a source of +I amperes and a sink of —I ampezes are located on the z = 0 plane.
The voltage difference between points Py and Py, slso on the = = 0 plane, is measured. Without loss of
generality, we can place the source electrode at the origin and the sink on the 2 axis. By superposition,

the potential ¢y at Py is
Im |G K) Q(ra, K
blow) = 2 (L) Glm )] (151)
1 ra

where
ri=el
rh = (21— 20) + 3 (158)
The potential at P, is similarly

(159)

¥(22,1) = %’} [G('“'K) _ G(ra, K)]

12 22
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where
= o+
rha = (32— 20)" + 13 (160)
The voltage between the electrodes, V = ¢; — 93, is

V= I& [G(Tu,x) _ G(rn,K) _ G(rn,K) + G(rn,K)
2x 1 1 13 T3

(161)

Now for hornogeneous ground (p3 = py or b — o0), G = 1 at all positions. We define the “apparent
resistivity”, p,, as that resistivity which, for a homogeneous earth, would yield the same voltage difference
as for the inhomogeneous model. Clearly,

G!?ulxt - G(ry;,K) _ G{ri3,X) + G!'”IK!
_p_‘,. — L} L ria 723 (162)
o S U S

LR ¢ 731 T 23

For the Wenner array (Fig. 3.2), #11 = r33 = a, and ri3 = r3; = 24, and
ﬁ;i:- =2G (a, K) - G (28, K) (183)

This function is shown in Fig.3.10. We see that p, > py for p3 > p1 and p, < py for p3 < py. Also, 83
the upper layer thickness becomes much greater than the electrode spacing, p, — p1, as is cxpected.

3.5 The Inverse Problem

Cutves of the type just shown are routinely used to provide a rough interpretation of resistivity data
in electrical depth sounding applications, provided that the underlying structures are simple. Vertical
models are available for the 3-layer case, 2-layers with horisontal/vertical anisoizopy and p o exp (—az).
Horisontal models are available for the vertical dyke and vertical wedge, Other models are available for
the homogeneous spherical inclusion, several cylindrical geometry models, and spheroidal inclusions.

In geophysics, the inverse problem is usually solved merely by choosing the most appropriate geometric
model and attempting to interpret the effective resistivity based on curves such as Fig.3.10. If the model
is wrong, this fails badly and often there is no indication that it failed. Often, there is no appropriate
model, although one may require insight from other remote sensing measurements to ascertain that the
model is uncuitable.

Because of the limited choice of models, considerable work has gone into solving the invetse problem
by numerical methods which can handle general geometrica. Muny of these are “impedance tomography”
techniques, which assume that the current in the body of interest follows ray-like paths. This allows
powerful, well-established techniques, such as back-projection, Radon transform, etc., which are used in
conventional X-ray, gamma, PET or NMR tomography to be applied to the problem.3” There are &
number of problems with methods requiring the assumption of ray-like current paths. First, the meth-
ods require the measurement of voltages at active current elecirodes. This necessarily introduces the
effects of contact and spreading resistance which degrades the measurements. This is a major concern,
since measurements have to be accurate to produce fine detail in the tomographic image. Second, the
experimental techniques necessary to constrain the problem to the ray-like path assumption are compli-
caled, usually involving complex guarded electrodes. Thied, cutrent paths are highly dependent on the
object of interest, in particular its conductivity distribution, even when guard electrodes are used, and
often the ray sssumption is not justified. Since it is the conductivity distribution we seek, one cannot
know a priori whether the ray assumption is appropriate. A more in-depth discussion of the problems
ussociated with conventional tomographic techniques is found in [52). In spite of all this, & number of
researchers have had some success obtaining impedance tomography images. Henderson and Webster [47)
have obtained iscadmittance contours of the chest using an array of guarded elecirodes.3® Other medical

3"0One daes not recesaarily have (0 assume straight-line paths for some of ithe more sophisticated tnography algorithms.
For exemple, some rescarchers have assumed curved current flux tubes.
3% The guarding was intended (o force » long narrow measurement volume centered on each electrode.
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applications and methods are discussed in [51], geophysical applications may be found in [48] and ground
water pollution monitoring is discussed in [56].

An alternative approach is o inject current at one or more sites, measure the surface potertial distri-
bution and numerically solve the field equations. The inverse problem associated with a single excitation3®
does not generally have a unique solution, By this, we mean that different internal conductivity distzibu-
tions can give rise to the same surface potential.®® If a number of excitations are used and the rotential
distribution measured for each excitation, the indeterminancy can be reduced. Each excitation is akin to
a diffzrent view in conventional tomography and hence it might seem intuitive that if a sufficieni number
of independent excitations are used, the conduetivity distribution might be estimated with reasonable
certainty. Since knowledge of the conductivity distribution is effectively an image of the conductivity, we
will cail the method “conductivity imaging”.4' The development closely follows that given by Wexier et
al. ([54), (53)).

The geometry is shown in Fig.3.11. An array of electrodes is placed on the surface of the body to
be measured. Current Ji, is injected at one electzode and extiracted at another. Potential measurements
{#1,93,...¢a} are made at the other electrodes. Thlese are referenced to the potential, drpr, at an
arbitrary but fixed electrode. The latter process constitutes one excitation. Note that potential measure-
ments are not made at current sites. The electrode array shown is merely illustrative. The actual one used
may not be square and may consist of more or less electrodes, depending upon the actual experiment.

The resulting surface voltage distribution is measured for several sets of excitations and stored for later
processing. The measurements may be taken using an automated digitally controlled data acquisition
system. The general method we will employ is to guess at the conductivity distribution and use it to
calculate a potential distribution throughout the voluine and in particular at the surface.4? The guess is
unlikely io agree with the true subsurface conductivity distzibution and so the calculated and measured
surface voltages will disagree. An algorithm which will iteratively refine the conductivity is needed.
This will then be repeatedly applied until the measured and calculated surface voltages are in what is
considered to be acceptable agreement.

The eguations governing the problern may be easily derived. If we assume that the local conductivity
is denoted « and the frequency is low enough so that the electric fleld E may be expressed in terms of a
scalar electric potential ¢,

B=-vy (164)
Then by the equation of continuity 5
V'.f:--b—t-:—f (165)

where J'is the current density and £ is the impressed current source distribution within the volume of
interest. These two equations with Ohm's Law yields the Poisson equation for continuous inhomogencous
mediat®

V.kVY = ~f (166)

For ease of computation, the region of interest (Fig.3.11) is assumed to be bounded by the measurement
surface and five orthogonal plane faces. If the measurement surface were a horisontal plane, these six faces
would form a cube. The volume of interest is divided into a finite element grid. In the simplest scheme,
potentials aze computed for each excitation st the node poinis (mesh intersections) and the conductivity
is then estimated within the intervening regions. The conductivity distribution in the region of interest
is initially assumed to be uniform and the iteretive procedure to improve the conductivity estimates is
then applied. The procedure is outlined below:

MW The injection of a fixed current sl a specific site and withdrawal from another specific site constitutes sn excliation.

$9This was scen I the 2-layer earth model (see Fig.3.10), Also, consider the simple example of an erray of clectrodes
on the earth s surface, all ot the same potential. This implies that & conductor is immediately beneath the measurement
surface bul does not say whether the conductor is a thin sheet or extends (o large depihs.

4} This can lead to some confusion since the method Is also referred (o in the Hternture aa impedance tomogrephy. In this
section “impedance tomography™ wlill be reserved for those techniques sasuming ray-like currents.

435 numerical method such as the finite eletaent method ls employed.

4 Bquetion 108 is striclly trae only for sero frequency. For slightly higher frequencies, it in valld if the conductivity is
treated as & complex quantity (see next secton). For still higher frequencies, the Helmholts equation must be used,
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1. Calculation of potential and current density with Neumann
boundary conditionas - Given the generally inhomogeneous conductivity distribution from the
previous iteration, the potential distribution 4 is computed by solving the Poisson Equation 166.
The potential distribution is in turn used to calculate the current density distribution J (A/m3).
This latter quantity is what we actually seek.

In solving for the potential, the inhomogeneous Neumann boundary conditions are used, namely

o) (52

where s denotes a point on the surface bounding the volume of interest, subscript “1” denotes a
quantity derived from the first step of the iteration, n is the displacement in the dizection normal to
the surface and h(s) (A/m?) is the current density entering or leaving the medium over the element
of bounding surface at that point. The quantities h(s) are derived from the measured currents
at the electrodes.** Where no current is impressed, h(s) = 0. This is true for all points on the
bounding surface other then the current input and output electrodes. The justification for this on
the measurement surface is that the conductivity of air is approximately 0. For the other faces, it

is implicitly assumed that the bounded volume is sufficiently large that negligable current crosses
those faces.

= h(a) (187)

L

The boundary conditions, assumed conductivity distribution and Poisson equation are then used
to calculate the potential distribution throughout the volume, using one point on the measurement
surface as a reference. This is normally done by a finite element method which computes the field
by dividing the region into numerically manageable intervals called “finite elements”. The method
calculates the potential at the node points, using one of a number of field calculation methods
(i.e., [63]). In simple versions, the nodes are vertices of the cube elements, but more sophisticated
versions allow for nodes to be at other points. After the potentials are found at the node points,
located at mesh intersections, the potentials at other points may be obtained by interpolation.

Next we find the electric field throughout the volume from Equation 164 and then the current
density distribution from

j; = N:Eul (168)
Step 1 is repeated {or all other excitations and the resultivx fields are stozed. **

2. Calculation of potential with Dirichlet boundary conditions - Nexi the interior potentials
are calculated again by an independent method, namely by the use of the Dirichlet boundary

conditions,
¥a(s) = g(s) (169)

on the measurement surface. (Here the subscript “2" denotes quentities derived from the second
step of the iteration, and g(s) are the potentials measured at the bounding surface, namely the
measured ¢ at the potential electrodes.) In addition, the boundary conditions must include the
Neumann condition at the current electrodes since measured potentials are not available at these
sites.4® Boundary condition at the reference electrode is, of course, g(s) = 0 and the Neumann
condition A(s) = 0 is nucessary on the other five faces. The quantiiy we wish to derive from this
siep is ¥3.

3. Calculation of conductivity - As was stated in Section 3.4.1, the Poisson equation yields a unique
solution ¢ for specified x, when a single boundary condition (Neumann or Dirichlet) is specified at
cach boundary point. In fact, the solution ¢ can be used to derive the othet boundary condition at

4The integral of A(s) over the elecirode surface yiclds the total current I. Electrodes can be modelled a3 hemispheres or
points, the latier ofien being convenient.

43 The current distribution will initially be spproximate because the conductivity and hence the potentials are. However,
reasonable current fiow-line patlerns are obtained even for very approximate x. This {s because the current is constrained
to enter the measurement surface through ong electrode, then spreads widely through the valume and must converge toward
the other current electrode.

44 Voltages measured al the current Injection electrodes are prone to error due to consact-potential problems (see Section
3.1).
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each point. What this means then, is that if the actual conductivity distribution & is known, Ohm’s
Law states that J; = xV3. But the boundary conditions are based on measurements, subject to
error, and x is an estimate and thus the two different sets of boundary conditions will not yield the
same internal fields,

We can, however, adjust x to ensure that the two sets of boundary conditions are as compatible
as possible in some sense, by minimizing a quantity related to some average over all points and

excitations of IJ-; + an/J;l. If we seck to optimize the solution in & least squares sense, we should

e R=Y / / /V (41 +6V9a) - (71 + 6V93) do (170)

where R is the squared residual sum, V is the region of interest and X denotes the excitations used,
Because we have employed a finite element scheme, the integral over V is really a sum of integrals
over the element volumes V}, i.e.,

R=z,:zj:///v, (ﬂ+~jv¢2)'(ﬂ+~5V¢z)dv
=§;:Xj:/f/v’ (J}-J} +2n,f;-v¢,+n}v¢,.v¢,) dv (171)

where x; is the conductivity distribution within element j.

The size of the elements may be chosen so that x; is constant within each element and then we
minimise the residual by demanding

so= 2 [ [ [ (05924 20995 vwa) do= 0 (172

where Ji and ¥; are fixed at the previously estimated values. We cun rearrange the last equation
to give an estimate of the optimum conductivity distribution for the iteration,

- E.fffv‘jl ) V¢”d”
Ec fffw V\b: : v¢3d"

This last equation is then applied over all elements in the volume to obtain the revised estimate of
the conductivity distribution.$?

(173)

b

Recursive improvement - Steps 1, 2 and 3 constitute an iteration. The next iteration begins
again by solving the Neumann boundary value problem for all excitations using the new conduc-
tivity distribution estimate. The computed potentials at the boundary are compared with the
measured ones. If the differences exceed some a priors thresholds or if insufficient iterations have
been performed*®, the iteration continues with the solution of the Dirichlet boundary value prob-
lem. Otherwise the resulting image (2D or 3D depending on the problem) of the conductivity
distribution is processed by one of a number of standazd techniques and is output.

As a simple but somewhat contrived, example of the three dimensional case, a cube with four layers
of finite elements is shown in Fig.3.12 ([64]). Layers two and three contain s square object whose
conductivity is five times the host medium. Simulated “measurements” have been made at the
top surface only. Cleatly the estimation improves with iteration count. Initially a conductivity
artifact appears at the surface but it later disappears. Note that a lazge number of iterations are
needed and even then the image is quite crude. Objects of a more general shape also tend to be
crudely imaged. Furthermore, computer time is excessive, being of the order of an hour on a large
mainftame computer. Work is underway to solve both the accuracy and speed problems.

$"Note that no metri~ operations are ne:essary.
44 The minimum neceasary number of iterations is & heuristic parameter which ls derived afier considerable user experence
on a particular problem,
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3.8 Induced Polarization (IP)

Assume now that rather than d.c., we are operating at a very low frequency, w. Again, as for electrostatics,
we assume that magnetic effects can be neglected. Frequently we find that o is a function of w and is a
complex quantity, i.e. the current is out of phase with the voltage. Thus,4?

o (w) = o (iw) + iwe (iw) (174)

with o, € real and . .
J (iw) = o/ (iw) E (iw) (175)

Components of J and E are phasors and thus, for example, the real physical quantity e, (t) (subscript
denotes the =z component) is related to the complex phasor by

et) =R {EI (iw)e‘ut} = |Eq|cos (wt + ¢5,) (176)
and
[Jal = |o] | Eal
b5, = ds +9¢5, (177)

where ¢y, is the phase of J:, ¢o is the phase of o and ¢g, is the phase of E_'.

Problems in IP are usually solved by assuming a model for p = (¢’ )"1 and then solving a particular
boundary value problem as for d.c. conductivity methods.’®
A simple model for p is the N-pole model

1
O+ 8

N
po)=) An

n=0

(178)

with an, A, real and s being the Laplace variable. Another model commonly found in the literature is

N
1
A=Y AR (179)

n=0

with Gy, Cq, poo all real. This allows |p| to be nonsero as s — 0o, The Cole-Cole model is also very
popular:

o(8) = po {1 —mo (1= 1+ (wr*] ™)} (180)

where pg, mg, T are real constants and K is an empirically adjusted noninteger.

All these aze phenomenclogical models which in some manner describe the electrical properties of the
material being probed. The cause of IP is not known in detail.

Intuitively, however, if the impedance is complex and decreasss with frequency, it must be related
to capacitive effects in the medium (recall that displacement current, although small, has not been
neglected). Thess capacitive effects are due to electrochemical and other electromagnetic propeities of
the medium. To illustrate this we use a simple model:

Assume a single sphere, resistivity py, radius a, in a uniform medium of resistivity p and assume there
exists & (complex) interface impedance nn, (ohm-m?). Primary field Ep is uniform and along the polar
axis of a spherical coordinate system (7, 8, ¢) centered on the sphere (Fig.3.13). It is assumed that w is
small and Laplace’s equation holds. The analysis is routine. Suitable potentials are:

V1 = Agrcosf for 0<r<a (181)

¥ = ~Eorcosd + Ar~2cosf for »>a (182)

49 This is really the same as lumping the small effect of dlsplacement current into an “effective conductvity*.
$0This is posaible since the frequency Is assumed sufficiently low a0 that the Polsson/Laplace equations apply.
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where Ao, A are constants. Boundary conditions at r = & are:

18y 189

2Br = o Or (13)
gm0

h=y- T (184)

Equation 183 derives from J, being continuous while 184 is due to the voltage drop across r = ¢ being
imJy. Solving Equations 181 to 184 yields

Y = —Eorcosd + a3xEor~? cosb (185)
where 1§
X= 1 (186)
and
=84 (187)
P pu

Now assume N such particles (polar axes aligned) in a spherical region of radius ro (Fig.3.14) and if
interactions between particles are ignored then at point P we have

cos 6

N Boa®
¢=—Eorc030+z 0er
< 1

Typically, r¢ € r, i x # and 6; ~ 6. Then
¥~ —Eqorcosf + NadxEor~? cos§ (188)
But if we assume the spherical region is a continuum with effective resistivity p,, then

ﬁP—P.

~ - E (]
Y] or cos § 4+ = T,

Egcost (189)

Equating 188 and 182 yields the important result:®!
p_ 1-vx

v
—

Py 142vx

(180)

where v = Na3/r§ is the volume fraction of particles.
If we assume py/p € 1 and v € 1 (i.c., many small highly conducting particles in an electrolyte) and

1

6= oy (191)

if

then we obtain the Cole-Cole equation 180,

Equation 101 implies that the interface impedance is capacitive in nature. The Cole-Cole model has
been widely used since it fits a latge body of accumulated date quite well.

Finally, it should be noted that IP messurements are commonly made in the time domain. In such
cases it is assumed that the time dependent impressed current, jo(t), is known (we restrict ourselves to
the 2 dizection) and we wish to predict e,(t) given a resistivity model. As an example, if we assume a
model for p(s) as in Equation 178%? and if we assume a step function impressed current,

Ja(t) = Jou(t) (192)
then
Ju(s) = Jo/s (193)

¢ This s analogous to the Clausius-Mosottl equation In dielectric theory.
$3We usc caplial letters to denote Laplace varisbles.
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ea(t) = L7 [p(8)J. (8)] = JOZA,,L“[ ! ] (194)

n=0 (‘ + a“)

which becomes .

_ An 1) -aat
ea(t) ._Jo?;;an [1 — e =] u(t) (195)
Letting eos = €4(00), we can plot 4,(t) = e, (t)/€os (normalized step frequency response) versus ¢. This
is shown in Fig.3.15.

In practice, it is often convenient to use a continuous on-off current waveform such as Fig.3.16. The
analysis is similar to above. The waveform is a sum of shified step functions and one usually analyzes
the “steady-state transient response”. The output then looks like that of Fig.3.17.

Time domain induced polarization has an advantage over the frequency domain in that many fre-
quencies are excited by one measurement, in principle providing more information. Unfortunately, the
analysis is much more complicated for the time domain.

4 Electromagnetic Induction

4.1 Introduction

The method of electromagnetic induction is widely used for detecting conductive objects in geophysic~
nondestructive testing, detection of mines and artillery shells, archeological exploration and treasure
hunting. A conductive object is exposed to a time-varying magnetic field (usually in the Has to KHs
range) produced by a current-carrying primary coil. The resulting eddy currents induced in the object
produce a secondary time-varying magnetic field which is detected by anothez {or occasionally the same)
coil.

The receive coil can, of course, detect variations in the geomagnetic field and it is important that
the signal due to the geomagnetic field be substantially less than that due to the object of interest. The
geomagnetic spectrum is shown in Fig.4.1. Calculation of the geomagnetic “noise” is dependent upon the
receiver design, but we can obtain a rough sstimate. If we assume a receive coil of radius », & geomagnetic
flux density at w Hs of BD, then the induced emf |V7| at frequency w is given by

Vo = jxrw ST BT (196)
whete the bar denotes an average value and
= B3 /BF (197)
Assuming 7 = 0.2m, BY =1 x 107°T,% w = 2x x 10°Hy, §2 = 1/30 (from Fig.4.1), we obtain
[Viool 2.6 x 207® Volts at 1 KHs

Sensitive instrumentation can and routinely does measure such small voltages in the course of fundamental
studies of the geomagnetic field. Note that noise voltage is proportional to the receiver coil cross sectional
area. Geometries associated with mines and artillery shells typically use coils with radii of less than 1
meter and detected signals are of the order of 1 x 10~3Volts ot greater so geomagnetic noise does not
pose a problem. In nondestructive testing the signal of interest is generally much larger still, owing to
the small coils (radii aze in the mm to cm range) and close-coupled geometry of coils and object, and
geomagnetic noise is even less of a problem. In geoexplotation, on the other hand, received signals are
usually very weak which necessitates large receive coils. Geomagnetic noise must then be contended with
and occasionally can even prohibit exploration, In any case, coherent averaging can increass the S/N by
substantial amounts since the gcomagnetic signal is essentially stochastic.

The origin of the geomagnetic spectrum is beyond the scope of this course and the student is referred
to [60) for further details. We only note that the effect of geomagnetic noise generally tends to decrease
with increasing frequency. This is because |V*| is proportional to w and the apectral density decreases
faster than w—! with the exception of the gyromagnetic resonance region.

8376 be striclly correet, the messurement band must be specified in order 1o determine the nolse at & particular frequency.
However, thia value ls roughly correct for typical magnctometer bandwidihs,
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4.2 Principles of Detection
4.2.1 General Principles

There are basically only two types of electromagnetic induction detectors - continuous wave (CW) and
transient detectors.

Continuous wave detectors generally employ a single frequency sinusoidal transmitter waveform. They
may then be further subdivided into frequency shift detectors and mutual inductance detectors. Frequency
shift detectors usually employ a resonant oscillator circuit with a coil acting as the inductive element.
In isolation, the oscillator operates at a fixed frequency determined in part by the inductor. If the coil
is now brought near a conducting or magnetic body, the effective inductance changes and hence the
frequency changes. A variety of techniques are employed to detect the frequency shift. One of the most
straightforward is to mix a local oscillator signal at the fundamental frequency with the shified frequency
and then measure the beat frequency with a counter.

Mutual inductance detectors rely instead on two or more coils in close proximity., The coils are oriented
such that ideally the mutual inductance between them is sero. One coil (the transmitter or primary) is
excited by a single frequency sinusoidal signal. In the absence of an object, the signal coupled into the
other coil(s) (receiver or secondary) is sero.With a conductive or magnetic obje:t present, the mutual
coupling between the coils changes and a signal is induced in the receiver coil(s).!

Transient detectors also use e transmitter coil and one or more receive coils. Current in the tzansmitter
coil is switched off and on rapidly. Transient curzents are induced in the receive coi. (s) even in the absence
of a target object. To eliminate this mutual coupling signal, some systems use two coaxial receive coils
which are equidistant from the transmitter coil. The coils are wound in opposition and fed to a difference
amplifier which accordingly produces & null output. A target placed near one re:cive coil will induce a
bigger signal in that coil than the other and hence a signal will appear at the amplifier cutput. The
problem with this method is that the signal induced by the primary coil in the secondary coils is up to
10® times that induced by the object. Thus extremely accurate coil matching and alignment (balancing)
is necessary if the object is to be detected.

An alternative transient approach is to use a pulsed transmit current and to only measure the volt-
age in the receive coil during the quiescent period between pulses. Provided the trausients due to pri-
mary/secondary mutusl coupling decay faster than those due to the target, the method will work without
the need for critical coil balancing. This method is often referred to as “pulse induction™. The chief draw-
back of pulse induction over the balanced 3 coil arrangement is that pulse induction must have a duty
cycle less than 100 % whereas this is not a constraint for the latter method. The lack of a need for critical
coil balancing for pulse induction more than makes up for this disadvantage.

As one might expect, the continuous wave and transient racthods are connccted vie the Laplace
Transform. We shall discuss this point later, Continuous wave detectors generally require less power for
a given sensitivity than do transient detectors. On the other hand, CW detectors yield less informiation
about the object since they operate at a single frequency, rather than exciting with & broad specirum as
do transient detectors. Furthermore, mutual inductance-type detectors require very critical coil eligament
too, which may detract from the robustness.

Many detectors, as mentioned previously, use a tranamit coil and one or more receive coils. The choice
of geometries is almost limitless, although they fall into a fow general categories. The basic idea is to
have a mutual inductance that is sero in the sbsence of a target and thai is measurable with the object
present. This is not always very simple to do. To understand better how to achieve this goal, we must
first digress to discuss the field of a coil and mutual inductance in more detail.

4.2.2 Field of a Coil

Assume a loop carrying current [ situated in the 2 — y plane (Fig.4.3). We wiah to celculate the vector
potential at a point P, which because of sxial symmetry may be chosen without loss of generality at

n Other varianis use & circut which very n-u: oscillation. The smill change in mutual inductance induces oscillation.
This Nes the ndvaniage of low power consumption.
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¢ = 0.5% The vector potential is given by:%

),

{ 8
A@)= 41: y.|- (198)
The curzent density has only a ¢ component and is given by
J=~Jysing's 4 Jgcosd'd = Jod (199)
$with .
Jy = Isin 66 (cos ") —(Ll‘i) (200)

Since we are obsexvmg at ¢ = 0, the 2 component of the cuucnt density will yield no contribution on
integration. Also, since J has only a ¢ component, so does A, ie, A= A¢¢> Thus

s ' ' 't
A.,(r,ﬂ):ﬁ%/r"dr'dﬂ'mg cos ¢’ (cos ') 6 (#' — a) (201)

o
z -zt

Now 1/ lé’ - a?’l can be expanded as a sum of spherical harmonics, Yim (8, ¢).

0 [
]——[ ®) Y o f,i Yina (6',4)) Yiem (6.¢) (202)
&= =0 mao! >

where re (r5) is the smaller {larger) of a and r. Substitution of Equation 202 into 201 and application
of the properiics of spherical harmonics yields

L] " in+l
B, oo (=) (2n - )ty
Ao(r0) = 410 Y (S.+ i Pl (00) (203)
ni=0

%8whare P (cos6) is the associated Legendre function and
(2n-1)=(2n-1) (2n-3)---5-3-1
Using B = ¥ x A (sce Section 4.3) we find thet

la & (=1) (30 + el ¥
=y B Y s (and God

whete P, (cos0) is & Legendre Polynomial and

_alal S (=) (2n e (34 2) 1 ey
o= L T+ i)l \2m+1 ;s(;) Pauyy (cosd) (205)
ax)
ula? ~1)%(2n+ N1 oy )
bo === 4 }-( 2i(§,4 1)t) ,.3(;) Pinys (cos6) (z08)
w0

where the first equation for By is for ¥ < a and the second is for » > a. These arc two imporlant cases.
For v 3 a only the 8 = 0 term is significant.

83 A gain, primed coordinales are source coondinates, unprimed sre field coordinutes.
8 This will be derived In Section 4.3,

ST\why have we bothered to roesolve Jinto 2 and § componeats?

* Can you desive the sieps Irom Equation 303 1o 203?




_ ula?sind
By = - (207)

These are just the field components of a dipole. Thus, sufficiently far from a loop of wire, the field is
dipolar in nature.
For r €a,
. ul )
B= 2a'z (208)
In other words, close to the coil we have a uniform field in the direction of the <cil axis.

4.2.3 Mnutual Inductance of Two Coils

We are now in & position to discuss the mutual inductance of two coils. We assume the transmitter and
receiver are two simple loops of negligable cross-section and are situated in free space. If a sinusoidal
current owing through loop 1 (the transmitter) is denoted Iy, then the induced emf in loop 2, V3, is

Vz = —WM13I1 (209)

where w is the angular frequency of excitation and M, is the “coefficient of mutual induction” or simply

the “mutual inductance”. By the reciprocity theorem, we can interchange iransnitter and receiver and
hence

M2 = Mz (210)

Referring to Fig. 4.4, the magnetic potential at point #3 of the recciver loop is givea by Equation 198
in the form

- ) ol
11
A(z; flwz—zﬂ (2 )

where subscript “1” refers to quantities measured at the transmitter and subscript “2” refers to quantities
measured at the receiver. The magnetic flux intercepted by tlie receiver is

Q’g = /E(i&) d;)
2

= /z [V % 4(a3)] - dia (212)
But
V2 = —iwd, (213)

which implies that
My =&/ (214)

My = -—-/da; (v, X }f = _m) (216)

This general equation zan be very difficult to solve for arbitrary geometries. For the special case when
the interloop disiance greatly exceeds the coil diameters, the field of the transmitier at the receiver is
that of a dipcle. The gencral expression for the vector potential of a dipole is%°

Thus we heve,

A@) = Emx v A (216)
Im - w‘!
For a transmitter loop of radius a;, with unit vector f; normal to the piane of the loop and current I

flowing, we get \
[Ium‘m] X Vl’ ] (217)

8 Dipole moment is i, source coordinates are primed, field coordinatys ure wuprimed.

@) =2
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Using Equations 212 and 214 and realizing that A (#2) is approximately constant over the area of the
receiver loop, we find®®

o Ko 3 3 . B {,. 1
Mg = — Vit x Vq oo 218
12 = ——ajagia - Vs \ﬂ1 llz-‘: __~..‘) (218)

Three special cases arise. For all three, the distance between loop centers is ! and 1 ay, a;.
1. Coaxial loops (Fig.4.5a): We have iy - 13 = 1 and

2.2

aja
Mia = pox gt (219)

2. Coplanar loops (Fig.4.5b): We have 7, - %3 = 1 and

afa

M‘) = "‘ﬂoﬂ'ﬁ' (220)

3. Axes of two loops intersect at right angles (Fig.4.5c): We have i - ri; = 0 and
M‘: =0 (221)

N Even when the loop separation is not many times the coil diameters, these general trends hold. The
o mutual inductance of the coaxial geometry is greater in magnitude and opposite in sign to that of the
coplanar geometry and the mutual inductance of the orthogonal axes geometry is substantially smaller
in magnitude than the other two. For this reason, cases 1 and 2 are often called “maximum coupled”

o while case 3 is called “minimum coupled”.
o According to Equation 209, any change in the voltage induced in the receiver coil due to the presence

of an anomaly, could be interpreted as a change in the mutual inductance of the tzansmitter/receiver
system, i.e.,

-4

AV, AMy;

=4

Y T My

This ratio is called the “cleciromagnetic anomaly” (measured in ppm) and it should be remarked that
the quantity AM,; is gencrally complex since V; in the presence of the anomaly is generally out of phase
R with V3 in the absence of any anomaly.
‘ Such small changes in mutual inductance would atand out best for a system with a amall mutual
‘ inductance to begin with. This suggests a minimum coupled system. This is, of course, only true in air.
If one wishes to detect an anomaly (object) buried in a conducting medium, it is necessary to determine
the mutualinductance due to the presence of the medium. This involves detailed electromagnetic analysis,
as we shall see in the next section, and is very dependent on geometry. As an example, if the medium
is assumed to be an infinite flat sheet, the mutual inductance can be determined for a variety of coil
configurations. These are shown in Figs.4.0a to 4.6e.
Clearly for a viable system, we want a geometry that msximizes the change in inductance for the
Com object of interest while minimising that due to the host medium. Thus for example, the configuration
) of Fig.4.6a might be preferzed to detect a small object buried just under the surface, whereas that of
Fig.4.6e would be preferred to detect the conductive sheet itsell. The choice of optimum geometry is
. often very difficult to make and in many cases, it is unclear which of several geometries is optimum, if
R indeed any are.

(222)

4.2.4 Detection Techniques

. We have been considering up to now only inductively coupled sysicms. Bowever, limited applicability has

a been found for conductive input-inductive output and inductive input-conductive output systems which
are easentially a hybrid of electromagnelic induction and resistivity methods. These methods are rather
vbacure and we will say no more about them.

40452, 03 are the unit norwal and radius of the recelver loop.
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Teckniques of interest in most applications involve measuring both the amplitude and phase of the
receiver signal relative to the transmitter (for single frequencies). As we shall see, the receiver signal
generally is not in phase with the transmitter signal and thus the maximum amount of information
is derived from such a measurement. Transient measurements also derive maximum information since
effectively they measure phase and amplitude over & wide range of frequencies.

In geophysical applications, there are two additional, lesser-used techniques. Dip-angle or tilt-angle
technignes measure the orientation of the total (primary plus secondary) field by finding the orientation of
the receiver coil at which the receive signal is a minimum.®! Also, one can make intensity measurements
without phase measureme«t«, This is sometimes done Ly using a very large loop of wire or a very long
straight wize ohmicall® .oupled to the ground at both ends (length ~ kilometers) as & transmitter. A
receiver coil can then survey a large area, travelling up to 1/4 to * /2 the length of the wire from the source
without need of an attached transmitter. Analysis for this method is difficult compared to a dipole source
due to the presence of conduction currents in the ground. For further descriptions of such techniques,
the reader is referred to [4].

Finally, we must say a word about magnetotelluric methods. In the previously described techniques,
the source fields have been provided by artificial means. It is possible to use the geoeleciromagnetic
spectrum as a source, however, sinze we have scen the! it is measuzable at low frequencies. The method
irvolves measuring the geoelectric field in one horisontal direction, (), and the geomagnetic field in a
horizontal direction perpendicular to the first (y) At the air-ground interface. For & uniform earth and
plane wave incidence it can be shown that®?

E(w)]? o
Z*w) = [—'—-] == 223
( ) Hv(“’)Jmo o ( )
provided
w sin? 6 <1
He? (73 4 g2/
where @ i3 the angle of incidence of the geoelectromagnetic plane wave and g, o, ¢ are the electromagnetic
parameters of the carth. Under these assumptions the surface impedance Z(w) is independent of 8, which

is highly desirable from the poiut of view of measurements. Recalling our clectrosiatics discussions, we
recognize that Equation 223 can be arranged to yield a formula for resistivity, p = 1/,

=t [E.(u)]’ (226)

™ Hy(w)

(224)

and we sce that if the earth is horisontally stratified, we can deduce information about it by menasuring
the effective resistivity given by Equation 2256. As for conductivity measurements, analysis can be
very difficult and results difficult to interpret depending on the complexity of the underlying straia.
Models have been developed for different plane wave polarisations, various types of stratification and for
a current sheet source al ionospheric altitudes. The main use of magnetotelluric measurements is for
depth-sounding, since moat models assume that horisontal field varistions are small.

4.3 Quasi-static Electromagnetic Theory
We start off as usual with the basic Maxwell's equations,

. OB
Vx E= -'-b—‘~ (226)
v.-D=p (2271)

¢! The minlmum is o null for freo space. In the presence of a conductor, the primery and secondary fields are out of phase
and hence we get an elliptically polerised total Reld which cannot be represente? by & simple vector. We get a minimum
when the major axis of the polarisstion ellipsc is contained within the plane of the recelver loop.

4211 {» assumed that an incldent plane wave has a magaceiin component in Lthe y direction and travels in the @ - & plane.
‘The earth/«r interface is in the & ~ y plane at 5 = 0. S¢e [3] Chapler VI for details.
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VxH=J+ 5 (228)
V.-B=0 (229)
and we assume linear isotropic media such that
. Beud (230)
D=¢E (231)
J=cE (232)

Furthermore, we assume that charge does not accumulate®® and hence p = 0. Maxwell’s equations become

oH

o, 0 233
VxE - (233)
V-E=0 (234)

+ - O8F 1=
VxH=ob+e+ [Jo] (235)
V- H=0 (236)

The current density, Jo, in squaze brackets in Equation 235 is added when there is an impressed current,
that is, a current source independent of the electromagnetic field. Equations 233 and 235 can be combined
to yield

-+ 8E 88
2 - — —
V3E —-ou TR T 0 (237)
= of o |
2 =
v If—ap-s —eppg =0 (238)

Clearly, E and H propagate as dispersive waves. If we assume time harmonic solutions for E and H, (i.e.
BF)=R {ff (i‘,w)cxp(iwt)}) then Equations 237 and 238 become

VE - iowwE + e E = 0 (239)

Vi - iopwll + e B =1 (240)

It is cumbersome to deal witk two quaniities which satisfy Equations 237 and 238 and which must
also satisfy 234 and 238. It would be convenient if E and H could be replaced by a single potential. There
are numerous potentials from which to choose, and generally we choose the one which most simplifies &
porticular problem. For the present, we whall choose the vactor potential, A, given by

B=Vx4 (241)
which satisfies Equation 228, Also by substituting 241 into 228 we get

. o84
E= i~V (242)

where ¢ is the scalar potential associated with A. Since we will be restricting ouzselves to source-free
problems, it is wise to choose the Coulomb gauge.

V-A=0 (243)

$3Fur & finite conductivity, charge deasily reaches its stcady-state value in & tme § & ¢/o.
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Substituting Equation 234 into 242 and using 243 yields ¢ = 0 and

L 84
E=-—4- (244)

If we substitute Equations 244 and 243 into 235, we find {neglecting J-.;)

2 —
VA - Thgr = P = 0 (245)
or in time harmonic form, . . -
VA -iopwA+ e A =0 (246)

Now we must look at the relative contributions of the terms in Equation 246. In free space ug =
4x x 107 H/m, €0 ~ 8.89 x 10~!2 farads/m and & ~ 0. Typical induction frequencies are from 1-100
KHiz. Thus Equation 246 becomes

Vii=0 (247)

The ratio of magnitudes of the third to the second term of Equation 246 is equal to {¢/c)w where
€ = &€ and ¢, is the relative permittivity (dielectric constant) of the material. A look at Table 3.1
shows that ¢, is typically between 1 and 10 with the exception of water which is 81 (rocks typically have
€ ~ 8, ice has ¢, ~ 4 and ¢, for soils varies from 4-30 depending on water content).®* Thus even for an
cxtreme case when o ~ 1073 S/m and ¢, = 9, the ratio of the third to second term is ~ 5.6 x 10~* at
1 KHs frequency. Even at 100 KHs, the ratio is only 0.056. For highly conductive rocks with o ~ 104
S/m, the ratio drops to 5 x 10~11. Note that in water (¢, = 81, 0mes ~ 3 x 10~2 §/m) or some very wet
808 (€rmas ~ 30, Omea ~ 1072 S/m) the real term may be non-negligable compared to the imaginary
term at the high end of the induction frequency range (~ 100 KHs). For the most part, however, we can
neglect the third term in Equation 246 and write

VA - iopwd =0 (248)
or in the time domain,
-~ A
ViA- opor = 0 (249)

The latter equation is recognized as the vector diffusion equation and thus A does not propagate as
a steady wave. The neglection of the third term in equation Equation 246 is equivalent to neglect-
ing displacement current.®® This in turn is equivalent to saying that eleciric and magnetic fields are
instantanecously propagated. Equation 249 can also be written as

VL=l (260)
whose solution in unbounded space is given in rectangular coodinates by®®
iA=L f ( 2 &5 (251)
4!' v 5_ 3'

with J = 0 outside the volume V",

4 Diclectric constants vary slowly la the KHu to MHa region since any resonant structure occurs at much higher feequencies.

¢ This approximstion is genorally referred to as the “quasi-static approximation”. There is some confusion in the use of
this name. Someibues the name refers to the situstion when frequency Is so low thet V34 = 0. Also, let d be a typlcal
eource dimension, v the source to detector distance and A the wavelength. Jackson (5] defines the “near (static) sone” as
being d € » € A and the “quaal-static sonc” as being » € A. However, Walt (3] says thet the “quasi-static Emit" occurs
in what Jackson calls the near ncne,

# Equation 261 Is not generally valld for curvilinear coordinates in the same manner that the componcnts of V34 have
no wimple meaning for other than cartesian coordinates.
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Likewise, the same approximations make Equations 237 to 240 become

VE = —op.%—f =0
Vi = —a,u%it[- =0 (252)
V3E = —iopwE =0
VH = —icpwH =0 (283)

To illustrate the general nature of solutions of Equations 252 and 253, we choose a situation in which
the fields vary only with 2 and in which H is plane polarized in the y direction. Then

Hy(2,1) = Hoexp [iwt  (iopw)'/*a] (254)
I, (2,8) = 0By (2, 1) = (iopw) P Hy(2, 1) (255)
This may be written
Hy = Hpexp [— (ﬂ,‘;—""’-)l/2 z] exp [i (wi - {g%w—}m c)] (256)
J, = (i) /3 Hy exp [— (-"—‘%“’—)1/’ a] exp [i (wt - {‘-’%“’-}m m)] (257)

These equations represent a highly damped dispersive wave. For opw 3 1* (I is the thickness of
the conductor in the a direction), the field barely penetrates the conductor and the induced current
responsible for the decay of the field also is concentrated near the surface. As oyw — oo the induced
current becomes a surface current. For small o the magnetic field penetrates the conductor with little
attenuation as does the induced current. The magnitude of the latter, however, is vanishingly small.
For intermediate values of opw, a moderately strong current field is induced in the conductor which
appreciably alters the magnetic field. The curzents aze generally not in phase with the magnetic fleld
and are concentzated near the surface of the conductor. These general tzends are also found to hold true
for three-dimensional fields.

The fields, besides satisfying Equations 248, 248, 2562, 253, must also satisfy the appropriate boundary
conditions at the interface between different media. These may be found in any standazd text (i.e. (5],
p.17) and are

Ax (B - B) =0 (258)
A (mi - aiFy) =0 (258)
ax (B -H) =K (260)
A (m H, - p,If,) =0 (261)

# is the normal to the interface_.bctwccn medium 1 and 2. K is a surface current which can flow if either
oy or o3 is infinite. Note that K must be parallel to the interface surface at all points.

4.4 Electromagnetic Induction Modelling

As with magnetostatics and electrostatics, it is desizable to be able to calculate the response of an
electomagnetic induction system to conducting bodies of arbitrary shapes. Unfortunately, the number of
models which yield tractable solutions are small. For instance, for a dipole source such eolutions can be
found only for the sphere, the thin horizontal sheet, infinitely conductive half-plane, and the horizontally
layered half-space. We will first choose one of these, the sphere, to illustrate the methodology. Afterwards,
we will discuss methods which can solve arbitzary geometries with the use of a computer,
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44,1 Simple Circuit Model

Before we begin, however, it is instructive to investigate an overly simplistic model. This model, although
not very useful for analysing realistic situations, demonstrates most of the aspects of ¢lectromagnetic
induction without obscuring results in the mathematics of electromagnetic theory. The geomeiry is
shown in Fig. 4.7. The method follows Grant and West [4].

The electromagnetic induction system is assumed to consist of fixed separation transmit and receive
circuits. The transmitter current is time-harmonic and both in-phase and quadrature receiver components
are measured. The target is an isolated conductive circuit with lumped resistance, R, and in-uctance,
L. If we label the transmitter circuit, “0”, the target circuit,“1”, and the receiver circuit, “2", then the
mutiual inductance between any two circuits 4, j is denoted My; for 4,7 = 0,1, 2. It should be noted that
the difficult aspect from a field theory point of view is to calculate the Mjy;.

Assume that the current in the transmit loop is Jpe™t. Then the emf induced in the resiver by the
primary field is

Vi) = —iw Moy Ipe™t (262)

and the emf induced in the target circuit is
W= -—iUMmIoei"'t (263)

The inductance of the loop generates a back emf and this plus V; plus the resistive dro;. must equai sero.
Thus

Vi+ V! =W -~ RIie"t — wLle™ =0 (264)

Some rearrangment yields the current in the target

_ My, [wE (R~ iwl)

fwt _
he* =-1 I"m oD

] Tpe'et : (285)

The emf induced in the receiver loop due to the secondary magnetic fielC generated by the current in
the target loop is

Vi) = —iwMy Iy eft . (266)

We define the “response” as the ratio of secondary to primary voltages in the receiver loop. Using
Equationy 262, 265 and 266 and simplifying we get

V) e tia
Gw) = 7) i R (267)
where -
a=wl/it (268)
and Mo M |
= .ot
B= Ml - (269)

Studying Equation 267 further, we sce that the coelficient 8 deperds only cn the relative sise and
positions of the citcuits while the term in square brackeis is a complex quantity which is a function of
frequency and the electromagnetic properties of the target.

We call B the noupling coeflicient, It can alternati sely be expresscd as

p= ___w_“",:u’:" (270)
where . .
M, = hy (LLy)" j=0,1,2 (211)

and |ki;| < 1. We see that cach ky; 's the coupling cosfficient for the corresponding circuit if. Thus the
coupling coeflicient 3 measures the ratio of flux coupled into the receiver via the tazget to that which
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directly couples to the receiver. Its value changes only with the position of the system. The complex
function
a? + ia
1+al
is called the “response function” and « is the “response parameter”. Since inductance is related to
loop diameter, the only loop parameters which affect the response function are resistance and sise. The
response function is shown in Fig. 4.8.

Note the limits of F(a). As @ — o0, X(a) — 1 and Y{a) — 0. This is referred to as the “inductive
limit” and the response is given by

Fla)= = X(a) +1Y (a) (272)

Gy =8 (273)

As a — 0, F(a) — ia. This is the “resistive limit” and the response is
Gr = ifa (274)

Thus for low response parameter values, the response is small in amplitude and is in quadrature with
the primary field. The amplitude increases, initially linearly, until the inductive limit is reached. The
phase goes from 90° at the resistive limit to 0° at the inductive limit. The reasons for these qualitative
trends are fairly simple to explain. When « is small, little current is induced in the target loop and
the secondary field is much smaller everywhere than the primary. Since these i{wo fields do not strongly
interact, we can treat each induction process independently.” The secondary emf is shifted 180° due to
two induction processes whereas the primary emf is only shifted 90° due to one. Thus the response for
small wL/R is small and in quadrature with the primary emf. As a increases, the secondary field induces
an emf in the target loop which becomes comparable to that induced by the primary magnetic field. As
Fig, 4.9 shows, the phase of the current in the target loop and thus the phase of the secondary field must
shift so that the net induced emf balances the resistive loss. At the inductive limit, the emfs induced in
the target loop by the primary and secondary fields become equal (see Equation 264). Thus the primary
and secondary fields must be in phaase but opposite in sign.

The inductive limit corresponds to R — 0 or infinite conductivity. For a perfectly conductive object,
the magnetic field cannot penetrate the surface of the medium. This happens because a secondary
magnetic field is generated, equal and opposite to the primary field such that the total field ia zero inside
the object, In this simple circuit model, this occurs when the primary magnetic flux equals the secondary
flux,®® making the total flux through the circuit sero even though the total field at any point is not
necessarily sero,

Next we investigate the coupling coefficient 3 further. The typical magnitude of the response of a
horisontal loop system passing over a buried conductor is shown in Fig. 4.10. To illustzate that our simple
model predicts such a response, we calculate 8 using flux diagrams, Fig 4.11 and 4.12, in which the loop
directions are chosen such that ko is positive. It is assumed that the transmitter/receiver sepazation
is fixed so that ko is constant. From Fig. 4.11 we see that when the loops straddle the target, 0 (see
Equation 270) is negative and from Pig. 4.12, when the loops are to one side of the target, 3 is positive.
When cne loop is directly over the target, 8 = 0. Thus the response should look like Fig. 4.10 with each
sero crossing corresponding to a position where one loop is directly over the target. The raagnitude of 8
is larger for the negative portion of the response since the coupling is stronger when the loops straddle
the target as opposed to being on one side of it. Also, the response is symmetrical about the target
position, due to the fact that the coupling coefficient is independent of which loop carries current.

Finally, if we expreas the response, G(w) (given by Equation 267), in the Laplace domain and obtain
the inverse Laplace tzansform of G(s)/s, we obtain

gt) =L G0} = Lt (1> 0) (215)

where r = L/R. This is the reaponse due to a unit step current and it is a single damped real exponential
with time constant equal to that of the target loop.

$7Put another way, the back emf in the target loop can be ignored,
8 AL the Inductive Ymit V= ~twll ¢, Substitullon of this and Equation 363 in 264 yi\ds L1 + Moy fo = 0.




The response characteristics of the simple circuit model are similar to the response characteristics of
a number of more realistic models. The general shape of the response function is similar to Fig. 4.8,
although the equations governing F(a) are more complicated than Equation 272. Generally there are
an infinite number of poles in the response function rather than one and this manifests itself in a time
response which is an infinite sum of damped exponentials rather than a single exponential. The coupling
coefficient is, as mentioned, geometry dependent and must be examined separately for each particular
model. However, for the horizontal geometry mentioned previously and a vertical conductor, the profile
(response as a function of position) behaves in a manner similar to Fig. 4.10.

4.4.2 Response of a Sphere in the Field of & Coil

When we ate dealing with a finite body, the complete electromagnetic theory is necessary. We wiil treat
the case of a homogeneous sphere in the field of a loop as an exemple of such an analysis. The analysis
has the advantage of being a realistic geometry for detection of nearby small objects while reducing in
the limit to the commonly used uniform primary field or dipole source approximations.

We assume a spherical polar coordinate sysiem (r,8,¢) with origin at the sphere centre and will
consider geometries with axial symmetry. The vector potential A is a solution of Equation 249 (Section
4.3) and with the assumption of axial symmetry must be of the form

A= A(r,0)¢ (276)

where A is a scalar and ¢ is the unit vector in the ¢ direction. We recall that the Laplacian operator
acting on a vector can only be evaluated component by component in a cartesian coordinate system.
Thus we write

A= -Asingd + Acos dj (217)

where &, {f are the appropriate unit vectors. Operating on each cartesian component with V* and com-
bining them yields, after some manipulation,

vid= (V’A A -)& (278)

risin? 6
Equation 249 thus becomes a scalar linear 2nd order partial differential equation,

A dA

2 —
VA - "—;m 0'#'5{- =0 (279)

As usual we solve this equation by separation of variables and assume time harmonic solutions. Thus

A(r,6,1) = R(r)O(0)etv (280)
Substitution in Equation 276 leads to
a'e 0 1
(1~ )d ,—2u%;—{m—n(u+1)}6=0 (281)
2
L {h’ i‘i”—*—l} R=0 (262)

where v = cos 8, k? = iopw and n is a separation constant.

Equation 281 is an aczociated Legendre equation with real solutions P}(u), QL(u). Equation 282 is
a modified Bessel equation with two solutions r~3/37, §(kr) and = V’IN,,Q(kr) (k#£0). Uh=0
(nonconductive region) Equation 282 reduces to

d [ 4dR _
& (r e ) n(n+1)R=0 (283)
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and has the general solution Cr® 4+ Dr~("+1) with C and D being constants. The general solutions of
Equation 279 are then

A(r,8,t) =r=2/2 [CIH%(kr) + DI_,‘_%(kr)] [EP} (cos6) + FQS (cos 6)] (284)

for k # 0 and
A{r,6,8) = [C’r" + Dr‘(“"“)] [EP! (cos ) + FQX (cos6)] (285)

for k = 0. We can now turn to the problem of the sphere in the field of a loop. The geometry is shown
in Fig. 4.13.

The sphere of radius @, permeability u, conductivity o is placed in a nonconducting nonmagnetic
medium at the centre of the spherical coordinate system (7,6, ¢). A circular loop of wire, radius Rr, is
situated at (rg,8) and carries current Ie'“?. It is coaxial with a sensing loop of radius Rg, situated at
(*s,8s). Both axes pass through the sphere centre.

The vector potential of the loop is calculated in the same manner as was done in Section 4.2.2. In the
present case, however, the current density is given by

' —
Jg = Isin6'6 (cos§' — cos fy) -6—(?—’?—0) (286)
0
Using the same analysis as before we find that the vector potential, 4, due to the primary loop current
19:00
13- pol 2. sinfp »\"
gle) — 20 - z 1 1y :
A 3 L; wat]) (ro) P, (cos6) P, {cos 00)] ¢ (r<m) (287)

Inside the sphere the vector potential is from Equation 284 7

Al = p=1/2 [i An Pl (cos8) I,‘_,_*(kr)] é (r<a) (288)

n=1

The secondary or anomalous potential due to the presence of the sphere is from Equation 2857

AW = [i EL P} (cos ) r"("'”)} é (r>a) (289)

n=1

The constants An, E, are determined from the boundary conditions (Equations 258 - 261) of which
Equations 258 and 260 may for the present problem be rewritten,

A = 4l 4 40) (290)
16400 1 f8Al) AW
i T (T %) (261
Substitution and simplification yield the anomalous or secondary potential due to the sphere
A9 = polaine 3 ! ka) P! (cos 6) P! (conflo)| b & (202
= { Holsin 0§ [Wx'( a) P, (cos §) Py (cos 0)] )
where [(n + 1) + 0] Ly § (k) = haly_y (ko)
n 4 +n a) — NGl _ a
xa(ka) = e T ntd n-4 (295)
(e — 1) I, 4 (ka) + hal, _ y (ka)
and as usual
B = pelio
o = 4x x 1077 H/m (204)

Special Cases of Equation 202 :

¥ Time dependence is implicitly assumed o be ¢! and hes been dropped In the following analyals.
" Note that QLand I___; have been omitied since the former is slngulas for cos# = 1 and the latter is singular for v = 0.

" Note that the r* form of the solution has been dropped aince it 1s aingular ol v = 0.
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1. Dipole source - If d » Ry the field of the loop should become dipolar. By expanding P} (cos 6g)
as a power series in (1 — cosp), it is easy to show that,

oo
f0 _ [pemr g~ et
dipole 4x ~ (fol')n+

5Xn (ka) Py (cos 6) é (295)

where
mr = xR&I (296)

is the dipole moment of the transmit loop.

2. Homogeneous Primary Field - If only the n = 1 term dominates,”® Equation 292) becomes

{5 ___Ho 3
Alomog = ~ame? sin§ 2xa® Hox
[0 (1 + k?a?) + 24 sinh(ka) -- (24 + po) ka cosh(ka) | - 207
{10 (1 + k2a3) — p)sinh(ka) +- (4 — po) ka cosh(ka) ¢ (287)
where I B
Note that the potential is that due to a dipole
o= ~2x63Ho (X +3Y) £ (299)

where X +iY is the quantity in {} in Equation 297.

It is instructive to examine the zesistive and inductive limiis for the case of the homogeneous primary
field. By using series expansions for cosh, sinh, it can be shown that as (ke| — 0,

anas [ B0\ 3 (iouows? Su
mn_[‘m (&‘+2#o> Zra( 15 )(u+2uo)]H° (300)

which when g = po reduces to

. 2
Mgy, = —2%a® ( o= °“?—) Ho (301)
15,
The first term of Equation 300 is duc tn the induced magnetization of the sphere and the second term is
due to the induced eddy currents.
If |ka] — co then we got
my, = —2ra’Ho (302)

Both Equations 300 and 302 can be obtained by means which do not involve boundary value methods.
This provides some insight into the physical processes involved and is also very useful since often there
is 0o closed form solution for many problems.

To obtain Equation 300 we assume inisially g, = 1. In the resistive limit, only the primary field
contributes to the induction process. We divide the sphere into annular rings of radius rsin 6 and cross-
sectional ares rdfdr. The emfinduced in each zing is

V = —iwpewr?sin? 0H, (308)

We equate this to the resistive drop in the ring and get

dl = - %iauour’ sin9drdfH, (304)

/3

3 Thls immplies that o € (RY + &) ora & (RY + )",
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The contribution to the dipole moment is
&mp = x(rsin6)? @I (305)

Integrating Equation 305 we get 301, which is, of course, 300 with p, = 1. To get 300 for 4, # 1 we
replace uoHo with the actual flux density inside the sphere and then add a term to account for induced
ma.gnehzatlon Recall (Section 2.8) that if M is the magnetisation of a sphere, Hy the external field and
H; the internal field, then

Hi=Ho—1/3M (308)
But
H=t"g (307)
Ho
and so 3
B; =uH; = H 308
= i1 (;H‘?#o)”o (308)
The dipole moment due to magnetization is
- 4 37
= %6 M (309)

If we add Equation 309 to 301 and replace o Ho by B; of Equation 308, we get the general resistive limit
Equation 300 for any u.

The inductive limit is obtained by finding the effective magnetisation that makes the flux density
vanish everywhere inside the spheze. We have

- - -+ - 2 -
0 =B =po (}h + M,,) = o (Ho + 5M,,) (310)
or

My = _gﬁo (s11)

Substituting M}, for M in Equation 309 yields 302,

Now let us examine the secondary potential of the sphere in the field of a loop (Equation 292) in more
detail. First we note that it is the voltage induced in the receive loop that we measure rather than the
vector potential. This is given by

suky (312)

v = iyl = wfff(‘) .dl = 2xiwRs (A(‘)

where the circular integral is performed around the receiver loop. In texms of distances rather than angles
this becomes,

V) = 2minefuw — TS RE
AT
x a4 P (d'r/ [d} + R3] l) p! (d,/ [d} + R} ]l) Hority o
=Ll (42 + B3} (4} + RV e

where dy is d for the transmit loop (sce Fig. 4.13), ds is d for the receive loop,
xn(ka) = Xo(ha) + 1Yo (ka)

and X,, Y. ate real functions.

As in the simple loop target cxample, the expression X, (w) + 1Y, (w) contains all the frequency
dependence while the remainder of Equation 313 contains the geometry factors. The present response is
far more complicated than that for the simple case because we now have a complicated sum of products
of gecometry and frequency dependent terms. The response parameter is now ouwa? rather thaa wL/R.
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Examining Equation 313 we see that the higher order terms decrease more rapidly with d than the
lower order terms’, Thus if the sphere is far from the loop compared to its size (or much smaller than
the loop diameter), the secondary voltage is that due to a sphere in a uniform field. In this case we recall
that the secondazy field is that of a simple magnetic dipole. As the loop approaches the sphere, higher
order terms become significant and the secondary field of the sphere receives contributions from higher
order multipoles.

The four lowest order multipole response functions are shown in Fig. 4.14. Note that the higher
multipoles reach the inductive limit at higher values of oywa®. This implies that the higher multipoles
are more difficult to excite.

The time domain response may obtained in the same manner as for the loop target (Section 4.4.1).
For a unit step primary current we find for ¢ > 0,74

_ 21!‘RT RsI
- (-4

Vi) i W, (a,dr,ds, Rr, Rs) i Anm () exp [-— (‘fim ) z] (314)

2
n=1 m=1 o

where dum are positive, real solutions of
B (s = 1 ju (Sam) + Samin-1(6am) =0 (315)

Jn are the spherical Bessel functions,

N (d/ dd + R3)H) P2 (s (a2 + B3) J)

‘“ a(n+1) (@ + RS (@ + &Y

(316)

and
_ Sam
e (npy +1) 463 = n(n + 1)

A number of features aze worth comparing with the simple loop target problem. First, Equation 314
is a sum of damped real exponentials as opposed to a single damped exponential as in Equation 275. For
the simple locp target, the geometry oz coupling was contained in the coefficient 3, whereas {or this case
the georuetry determines the coefiicients Ry, Rs, W,. For the simple loop tazget, information about the
object sise and shape was contained in the coefficient of time in the exponential. This is also true for the
sphere in the field of a loop except that there are now an infinite number of cocfiicients, aym,

R = Sam 318
m - m ( )

In spite of the differences, however, we shall see that the sphere and simple loop target have time responses
which appear quite similar, just as the frequency responscs are similar.

It can be shown that for constant, n, the &am increase as m increasss (Table 4.1). Thus higher order
terms for each multipole decay faster than the lower order. For u = 1, pe = 1, we have the special case
of a nonpermeable sphere in & homogeneous field, In this case

(317)

Anm

] = 3 _6_ R%R‘ -
(V] = 301 (2) (@2 + 3} (ds}- + )}
i:‘ exp [- (:::::) !] (t>0) (319)

and the initial amplitudes of all exponentials are the same (Fig. 4.15). This allows the time constants to
be extracted, in principle.

Forn = 1, g, # 1, the initial amplitudes of the exponentials are initially small for m = 1 and
iacrease slowly with m, asymptotically approaching the value of the nonpermeadle amplitudes for latge
m (Fig.4.16). This makes extraction of the time constants by simple means impossible. We will retura
to the problem of extracting time constants later.

TS Thinis enalest be see if wolet d = 4o = dy i the coplanar case
A detalled derivation is found in{68).
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4.4.3 Solution Using Impedance Boundary Conditions

One drawback to boundary value problems, such as the previous example, is that there are only a limited
number of solvable geometries. Numerical methods would have a much broader range of applicability
since many different geometries could be used as aa input. I the object to be detected has sufficiently
high conductivity so that impedance boundary conditions can be applied, then the response will depend
only on surface properties of the object. It is well known that in the numerical solution of scattering
problems, the surface integral equations are much simpler to handle than the volume integral equations.
It can be shown ([5] p.338) that at the surface of a good but not perfect conductor, the magnetic field,
H, and electric field, E, are related by the impedance bouadary conditions

E-(i-E)i=2s(ix £) (320)
where #i is the unit normal to the surface and Zs is the surface impedance of the conductor with electro-

magnetic parametiers o, u, €.
. 172
Wi '
=Z.=
Zs ¢ (0' + iwe) (s21)

where Z, is the intrinsic impedance. This is strictly valid only if spatial variations of the fields orthogonal
{o the surface normal are small inside the conductor. For closed bodies this condition ia true if

1/2
LA 2
(M mo) kp > 1 (322)

whete al! quantities are calculated inside the conductor, p is ihe smallest radius of curvature at the point
on the surface and

b= (323)
is the propagalion constant in {ree space. Equation 320 may be written a3
N =75 (72 4) (329)
whete M, J are the magactic and clectric surface cuzieats which are generated.
Mo-axF (325)
F=axH (326)

The general scattering geometry is shown in Fig.4.17. The incident (primary) electrontagaetic fields
Ei, Hi induce currents on Lhe surface, S, of an imperfectly conducting hady such that the impetance
bouadary conditions on S are salisiied. The scattcred fields al # due to the surlace currents ste givea by
(3} pp-21-24)

o Bzl uxUxi-9xF (337)
fweo
H o: i UxUxFevnd (328)
o
whete A and F are the magaetic and electric vator polentials or Schslkunofl poteatials given by
i= / F ()G (r ) ds (329)
s
F= / M(¥) G (rr")ds (330)
s
whese G is the free space Green's function,
o 1* . .“',_ - > -
= - exp_( dir r‘l)/lr r" {331)
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Substitution of Equations 325,326,329, 330 into 327,328 and recognizing that E, H in Equations 325,326
are the total fields given by B¢ + E*, H {t + H* respectively, we get iwo integral equations [67) :

T ) = 25 (7) x B¢ (7) + 20.(7) x / 7 (7) xvicad
5
~ : [ o _ 1 Y 3 B ! !
24 (7) x [/; iweo M (r') G g Vs M (r’) VGd!} (332)

Ei(f) = *‘°/ 7) Gds' - — [ vy 7 (7) v'Gas
iweo Jg

—/slﬁ' (;’) x V'Gds' (383)

where V. is the tangential gradient with respect to #. The coupling between the Magnetic Field Inte-
gral Equation (332) and the Electric Field Integral Equation (333) is resolved by using the generalized

impedance boundary condition,
i (7) =2 (7) [7(7) x & ()] (334)

where now Zg is a dyadic matrix (2 x 2) and J is the surface current { a 2-vector with components
usually chosen along the directions of principle curvature). If we write,

i5()=( .00 40 )
af) o)
then there are a number of approximations for the surface impedance, Two commonly uscd ones are:
1. Zg constant «verywhere on S (Leontowich approximation).
Z=-Zy= 2, (338)

This approximation is userul when Equation 322 is fully satisfied.

a=[1-e(7) =
7= 1+ ()] 2
Q(‘) = 3(1—:)6(1( - K.) (337)
where K., K, ate the principle curvatures at ¢ and %, 9 are two orthonormal tangential vectors at

# for which @ % 9 = # is true, This is useful when the radius of curvature on some portions of the
body approaches the electromagnetic wavelength.

2. Zg is curvature-dependent.

Equations 332 - 334 sing the appropriste t.pproximation for Zg may be solved by one of a number of
numerical methods. One popular one is thy Moment Method in which the integral equaiion is solved
numerically by expanding the incident fields un the surface in a series of suitable basis functions, applying
a set of testing functions snd inverting the matrix of coefficients of the resulting st of simultaneous linear
equations. There are a host of other numerical methods that may be used, but a full discussion is beyoad
the scope of this course. Further details ma /s be found in [69).




4.5 Inverse Electromagnetic Induction Problems

The object of inverse electromagnetic induction problems is similar to that of Section 2.10 for the magne-
tostatic case, namely find the position (including depth), shape and size parameters of a hidden compact
object of finite size.” As for the magnetostatic problem, we are faced with the problem of uniqueness.
Althongh generally speaking, many sources may yield the same set of field values, often in practice the
geometry is sufficiently well-known a priori or the sufficient information is available about the source (i.e,
there are only a finite number of sizes and shapes) that the inverse problem is uniquely solvable. In any
event, the success or failure of the inverse method, be it model fitting or pattern recognition, is essentially
a test of uniquess.

There is, however, a notable difference between the magnetostatic and electromagnetic induction
inverse problems. In the magnetostatic case, we saw that the permeability had little effect on the
measured responses. For e. m. induction, the permeability can dramatically affect the response as
can the conductivity.

We will restrict our discussion to the time domain, although most of the arguments related to local-
isation apply to the frequency domain as well. Furthermore, we shall consider the detection of & buried
sphere using & set of horizontal coils as in Fig.4.13. The time domain responsc is given by Equation 314,
which is & sum of damped real exponentials. Compact bodies generally give such a response and so the
following arguments will also be generally applicable to compact objects other than spheres.

Localisation of the sphere in & horizontal plane is not as difficult as for localization of a magnetostatic
dipole in a plane. The RMS secondary voltage induced in the receive coil as it moves over the object in a
horisontal plane can be thought of as a spatial signatuze of the object. This signature is generally much
narrower than the magnetostatic signature for the same geometry. This is because e.m. induction is an
active detection method whose signal decreases very roughly as ~ »=8, whereas magnetostatic detection
is a passive method with a sigral fell-off ~ r=3. Furthermore, in e.m. inducticn, the primary field is
vertical and hence the magnetic moment induced in the sphere is vertical. The effect of this is that the
secondary voltage is a maximum when the sphere center is situated on the coil axis; i.¢. when the sphere
is directly under the coils. Fo: non-spherical objects, the maximum secondary voltage still tends to occur
when the object is under the coils, although the geometric center will not generally lie exactly on the
coil axis. Typically, it is possible to localize an object in the horisontal plane to within one radius of the
receive coil.

Depth determination is slightly more complicated. If we consider the geometry of Fig.4.13 and assume
that the object is small enough w.r.t. the coils or far enough from them such that only the n = 1 term of
Equation 314 contributes,™ then we find that the ratio of voltages induced in 2 coplanar, coaxial reccive
coils of radius J¢; and Ry at ¢ = ¢ ia

- Y (%) - R} (d’ + R;)a/:
)T ry@+r)Y?

(338)

which assumes the same number of terac for each coil. We sce that in thas simple case, the voltege ratio
is o function only of the depth, d, of the object and not of the object parameters (p, o, a). Inversion of
Equation 338 by some method allows us a means of determining depth. It turns out that the assumption
of a spherical object and uniforin field are not that restrictive. Good results are obtair -d from the method
even when the svhere depth is only 0.5 times the radius of the larger coil.” Situations, in which the
object has dimensions similar to the coil diamcter and its distance from the coil plane is less than a coil
diameier, are typical of ordnance and srchacological artifact detection. The response for such geometries
would be expected to have a relatively high contribution of higher order multipole fields. However, the
good depth estimates that are obtained show that the contribution is small. In addition, good results are
obteined for metallic spheroids with sizes similar Lo the spheres, independent of object orientation. Nor
must the object’s geometrieal esnter lie on the coil axis. Good results are usually obtained for spheres if
the object center is displaced Lorizontally {tom the coil axis by up to a fraction (typically ~ 1/2) of a coil

T8 Since we are dealing with compact ohjects, we exclude from this discussion geophyacal probiems related to detection of
sennl-infinite media such as layered half-spaces or vertical dykes. These are most oficn analysed by e modelling approach

T8i.c. the primary field is uniform

T This assusnes By = 2R;, 0.3R; € ¢ < 0.8R,.




radius. If the center is off-axis, the depth, d, determined from Equation 338 approximates (d3 + z’)ll ?
where dg is the true vertical depth and 2 is the horizontal displacement of the object center from the
axis. A more detailed discussion of this method is found in [74]. Experiments must still be done to verify
if the method is applicable to objects other than spheroids, for similar geometries,

Assuming we now know the location of th- nbject, we are left with the problem of identification,
namely determining size, shape and material properties (4, o). As for magnetostatic detection, there are
two general methods: model fitting and pattern classification.

Model fitting includes least squares fitting and Prony’s method [78]. Of course, model fitting relies
sirongly on there being an applicable model and this is what often limite its use. For a sphere, the
secondary voltage can be fitted to the function

Vi) = g Wa(@) S Aumexp { - (I:;’;) t} (339)

m=1

by & nonlinear method with a, & being the free parameters. Of course A,m, Knm are functions of x but
for nonpermeable objects they are one set of constants and for u, ~ 100 or greater, they are another
set of constants.”® For nonpermeable objects only a few terms are usually needed in the summation but
for parmeable objects, hundreds of terms are needed to approximate V{*) accurately. There are also the
standard problems of nonconvergence and need for initial parameter estimates which all nonlinear fitting
methods have in common. Most importantly, of course, the model applies only to a sphere.

However, it is found that compact conductive objects generally produce a secondary voltage of the
form

o0
Vi(t) =) Ane ot (340)
n=t
and thus a nonlinzsr fit of the secondary voltage using a truncated series like that of Equation 340
(n =1,2,..N) would yield coeflicients An, ds Which would presumably be functions of the sise, shape,
o, s (and unfortunately the orientation, as well) of the object. The problem in such an approach turns
out to be the fact that real damped exponentials are highly correlated functions. Thus the estimates Ay,
ayn are strongly dependant on the number of terms (N) used in the modsl.

Another technique that has been used with some degree of success in underwater acoustics and
electromagnetics is Prony’s method. In those applications, the waveforms involved are a sum of damped
comiplex exponentiale. Prony's method is basically s nonlinear fitting procedure wheze the nonlinearity of
the system is concentrated in a single polynomial and thus most of the above comments about nonlinear
fitting apply. Onc advantage, however, is that an initial guess of the parameters is not required, As
with reguler nonlincar fitting, the number of exponentials in the model has a very strong effect on the
parameter extimates obtained. A further disadvantage is that the estimation procedure is sensitive to
the sampling interval chosen and very sensitive to the S/N ratio.

One might be tempted to try a simpler approach which is often used in nuclear physics. The tail of
the waveform is fitted to a single exponential, with the assumption being made that the faster decaying
terims are negligable at sufficiently great times. The smallest time constant, a;, is obtained and the
esiimated term A;e~9% i3 subtzacted from the waveforin to obtain a reduced waveform. The tail of the
reduced waveform is fitted to a single exponential and the process is repeated. This method might, in
fact, work reasonably well for nonperinenble spheres in whick only a single exponential is significant for
large times (Fig. 4.15). For permeable spheres, several exponentials contribute at any time (Fig. 4.18)
and the method will fail.™ In general, objects of arbitrary shape do not have waveforms like Yig. 4.15.

Even if fitting the waveforms to a sum of damped real exponentials did yield accurate coefficients;
relating those coefficients to the propertics of the target obje:t would be & formidable task without a
priori knowledge of the object's shape classification (i.e. spheroid, cylinder, ho!'~w, solid, etc.). Indeed,
even this knowledge would allow an anelytical solution for the object's paramcters iz only the few cases
such as the sphere or spheroid for which analytical models exist.

"91n all the previous modelling, it has been assumed thet p, is conatant, although @ is obviouy governed by some
hysteresis curve. Howevey, in the carth’s field 1, is typically between 100 and 1000 for ferrous objects and hence the effect
is as though p, were constant (see Table 4.1).

" Becanse of the correlated mature of real exponcatials, oze can always fit the tall (o a single exponential. However, the
astimated coefiiclent could not be sdmply related to p, o, a.
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If the number of objects under consideration is finite, we may consider pattern recognition. A method
which kas been successfully used to classify metallic spheroids {79] will be described as an example. As
previously stated, once we have localized the object, the coil axes are approximately over its geometric
center. Referring to Fig. 4.13, where now the spherical objec; is replaced by an arbitrary object with axial
symmetry, it is obvious that the response will be independent of the azimuthal angle of the symmetry
axis of the object.

Feature vectors are obtained from the electromagnetic induction response by one of a variety of
schemes. This usually consists of first normalizing the time response relative to a fixed time after the
falling edge of the transmitier pulse; segmenting the normalised response and fitting each of the finite
number of segments to a simple function such as a straight line, single exponential or a constant. The
segments do not have to be equal time intervals but may be adjusted for constant energy (area). There
are advantages and disadvantages for each feature ¢ype which are beyond the scope of this course (see
[79] for a discussion). A simpie, but quite successful choice [79] has been the mean response for each
segment with equal time intervals. A feature vector for a response then consists of the sequence of fit
parameters for all segments.

We can use a continucus parameter classifier very similar to that of Section 2.10, except that now the
manifold is a function of only one continuous parameter 8, the polar angle of the object’s symmatry axis.
Hence, the cle.s prototype for an object is a one dimensional manifold (i.e., a curve) in an N dimensional
feature space.” An example is shown in Fig.4.18 for an N = 2 dimensional feature space.

The approach is to approximate the curve by a sequence of line segments which connect points on the
curve. This reduces the problem to finding the minimum distance from the test vector to a sequence of
line segments.

The prototype for class i and given 0 is a point defined by the head of a vector denoted |m; (6)). The
prototype is approximated by a finite number of line segments joining points |my ;) where the subscript
j indicates that the prototype feature vector is evaluaied at the discrete value of the parameter 6 = 6;.
We define a unit vector |ay ;) along the line segment joining [my ;) and |my441),

Jae) = Jueg) / (vl wg)d (341)
where
lwig) = Imige) = Imig) . (342)
Let |2) be a test vector and define
lw,s) = 12) = Imig) (348)

I we define |y§f)> to be the projection of |y ;) onto the line segment, and |dy;) to be the vector which
is normal to the line segment and which passes through [2), then

deg) = li) = [u5) (344)
o) = sl an) lows) = qus twis) (345)
where )
_ (wglwyg)
5= TuggF ) (49)

If |z} is a samaple from the class i corresponding to the region of the prototype curve for which §; £ 6 <
0;41, then an estimatc, d, of the continuous parameter associated with |2) may be obtained from

6= 0; + qu (0541 — 0y) (347)

$ON 312 Ie typleal,
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The minimum distance, d; j, from the test vector to the region of the curve between |my ;) and |m; j41)
is approximated by

3
dij = (dij| dij)* (348)
Since the line segment only approximates the manifold beiween the two endpoints of the line segment, the
previous distance equations are really only true provided y‘g,'j)> lies beiween these points. Examination

of Equations 345 and 346 reveals that this occurs for 0 < ¢; ; < 1. If this condition is not satisfied then
d; ; is replaced by the distance from the test vector to the nearest endpoint of the segment. For speed
of implementation, ¢;; is calculated first and based on its value, the appropriate calculation of dy; is
carried out.

Finally, the minimum distance, d;, from the test vector to the curve is approximated by

di = min {dy}}. (349)

The test vector is assigned to the class i for which d; is a minimum.

Probability of correct classification for a restricted case (responses of & set of four steel spheroids
obtained in a nonmetallic laboratory) are between 90% and 97%. One problem is that the responses vary
slowly with depth and hence to improve classification success, the design set must include various depths
or else & correction for depth must be applied to each response. The former would then require the use of
& two dimensional continuous parameter classifier such as was used in Section 2.10. The student should
consult 78] for more details.

5 Conclusion

The detection of compact objects by low frequency electromagnetics has been discussed. In particu-
lar, magnetostatic, electrostatic and electromsgnetic induction techniques have been described with an
emphasis on locating and identifying objects rather than merely detecting them.

Although the techniques for compact object detection are broadly related to their counterpart geo-
exploration methods, it muast be remembered that the two problems are quite different and metkods
cannot be directly carried from one problem to the other. Sources and geometries are usually radically
different for both probleias and consequently detectors and signal processing techniques are also different.
Geoexploration techniqies are covered in a number of standerd textbooks.

Finally, it is scmetimes stated that low frequency electromagnetic detection of compact objects is
a “mature science”. ! hope that by the time this part of the text is reached, it will be clear to the
reader that there is st Il much fundamental research to be done before objects can be reliably located and
ideatified.
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Table 1.2
METHODS FOR DETECTING EXPLOSIVE MUNITIONS

. REMOTE/
METHOD QUAS!-REMOTE
Magnetostatics Q
Electromagnetic Induction 0
‘Conductivity limaging | Q
Ground Penétrating Radar Q
Acoustics | Q
RF Resonance Absorpt_ienv Q
Nuclear Q
Trace Gas Analysis Q
Biochemical Detection Q
Optical - Ultraviolet Q.R
Optical ~ Visible R
Optical - Infrared ~ Near R
Optical - Infrared ~ Thermal o Q. K |
Microwaves - Passive : S QWR
Microwaves ~ Active o ' QR
Human Perception Channels 7.
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. Table 1.3

ELECTRICAL PROPERTIES OF TWO CCMMON
- MATERIALS IN REMOTE SENSING

MATERIAL CONDUCTIVITY FREQUENCY SKIN DEPTH

S/m Hz m
SALINE 10! 1000 0.16
100 0.50
10 0.16

SOIL 10-1 1000 1.6
(MAXIMUM 100 5.0
CONDUCTIVITY) 10 16.
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Table 2.1

STANDARD NOMENCLATURE OF
GEOMAGNETIC FIELD COMPONENTS

Component Standard Average value near
letter latitude 45°N
symbol  (nT)

Total field F 45000

Horizontal component H 15000-25000
Vertical component Z 40000

Declination (angle between H and the

geographical north direction) D Depends on location

Inclination or dip (angle between F
and the horizontal plane) 1 60-70° (F pointing down)
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Table 2.2
MAGNETIC UNITS

Quantity Typical Units
Symbol
Magnetic Inductionor b, B 1 nanoTesla (nT)
Magnetic Flux Density = 10~° Tesla (Weber/m?)
= 107% Gauss
= 1 gamma (%)
Magnetic Field or h, H 10T/ ue

Magnetic Field Intensity

Magnetization

Magnetic Dipole
Momoent

= 10~% Oersteds (Gilberts/cm)
=790x107* A/m
= 7.06 x 1077 emu

l\/-f' same as f?
M, M, Ml 1 A-m?
= 10%mu
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Table 2.4

DIMENSIONS OF SPHEROIDAL OBJECTS FOR
CLASSIFICATION EXPERIMENTS

OBJECT | LENGTH OF SYMMETRY | RATIO OF AXES LENGTHS
NUMBER AXIS (¢) INM (e)

1 0.010 3.75

2 0.020 3.40

3 0.030 2.50

4 0.045 2.50

§ 0.060 3.50

8 0.090 3.50

UNCLASSIFIED
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Table 2.5
PROBABILITY OF MISCLASSIFICATION FOR
SPHEROIDS OF VABLE 24
PERCENT PROBABILITY OF PERCENT PROBABILITY OF
NOISE | MISCLASSIFICATION (%) NOISE | MISCLASSIFICATION (%)
0 1.1 10 7.1
1 1.1 25 16.4
2 14 50 30.3
5 2.9 75 39.0
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Table 3.1

ELECTROMAGNETIC PROPERTIES OF
RELEVANT MATERIALS

Material Dielectric Conductivity Relative
Constant (S/m) Permeability

A.Soils

dry sand 46 10-7 — 1073 1

water saturated sand 30 10~% — 1072 1

water saturated silt 10 10-3 — 103 1

water saturated clay 8 — 12 1071 41 1

dry,sandy,flat coastal land 10 2 x 10-8 1

marshy,forested, flat land 12 8 x 103 1

rich agricultural land, low hills 15 102 1

pastoral land, medium 13 5x 1073 1

hills and forestation

granite, dry 8 10-? 1

limestone, dry 7 10-° 1

B.Metals

gilver 1 8.3 x 107 1

copper 1 6.0 x 107 1

gold 1 4.3 x 107 1

aluminum 1 3.8 x 107 1

iron 1 1.0 x 107 50 — 1000

bismuth 1 9.4 x 108 1

C.Miscellaneous

air 1 0

fresh water 81 104 -+ 3x10°% 1

sea water 81 4

fresh water ice 4 1074 — 10-? 1

permafrost 48 10-% — 102 1
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Table 3.2

CONDUCTIVITIES FOR THREE SIMPLE
ANISCTROPY MODELS

Model oy = 1003 oy = 10003

a 0, =0, =0, =1470; | 0, =0y =0, = 1.470;

b 0: =0y = 2.80; gz = oy = 20.80;
g, = 1.220; o, = 1.250;

Cc ag = av = 0. = 1-580: 0, = av = 0. = 1-7202
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MAGNETIC
NORTH
GEOGRAPHIC
NORTH
P - 110
v - - LINES OF FORCE
/ // R -~ N AY :

7 EARTH RADII

- |F}| 1ISOSURFACES

Figure 2.1

THE EARTH AS A MAGNETIC DIPOLE
(Grivet and Mainar)
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MID-NORTHERN AMD MiD.SOUTHERN LATITUDES

NN
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EQUATORIAL LATITUDE
TYPICAL DIURNAL VARIATIONS IN TOTAL FIELD INTENSITY
Figure 2.4

[ 10 MINUTES —j T
) A
jm GAMMAS

TYPICAL MICROPLILSATIONS
Figure 2.8
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TYPICAL MAGNETIC $TORM
Figure £6
TEMPGRAL VARIATIONS IN THE GEOMAGNETIC FELD (Breiner)
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EARTH RADH (R}

Figure 2.7

PIOGNEER V “NEAR ZONE" FIELD MEASUREMENTS
{ Grivet and Malnar;}
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Figure 2.9
FLUXGATE MAGNETOMETER PRINCIPLE OF OPERATION
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Figure 2.10
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ERRCF IN GRADIENT MEASUREMENT
UNCLASSIFIED




SSP 124

UNCLASSIFIED

‘uo1e00] palejost ue uj Alojeloqe] dijeiswuou e ul payenis

S| pue Jlelswuou Ajpinua si smeleddy -34ed UO iosuss jesndo Aq pess, Sl doen peding
(G861 “/e 12 @842) NOILISOd 40 NOILOSNNd V SV 103rao0

1OVdWOD V 40 Sa13id DILIANDVIN JFHUNSVIW OL NOILVHNDIINOD TVININWIYIIX3

L'z enbiy
HILIWOLINDVIN JONIHIA3Y
xod
AVdsSia HONIM
f}- HOSN3S
AJVHL
NY3LLVd 3didlS
JALLOT T3
" SOINOHLIIT3
HOSN3S
NOVd AH3LLVE
S INgVvo
HYIAIN

avaHIng
3718v0 O1L

\-

GNVLS
o—  1S31

N3 & s 00 0 60 o
fo 60000000

H31IWOLINOVW
HLIM LHVD

UNCLASSIFIED




SSP 124

UNCLASSIFIED

'S40Sues woy uopejuBWINgSY] JO daURISIP 230N
LL'C JUNDId 4O SINIWIHIIXI HOd WILSAS NOILI3ITIOD vivad

ZL'z einbyy
SISATYNY Yiva NOLLISINDIVY Viva
B31IWOLINSYIN ¥31IWOLINDYW
3ONINIIIY 18vD avay
SoiNOulozly  JOSN3S

AHOLYHOS8VYY

NIV
‘ ——
, AV 14SIQ
AVdSIa &8
SOIHAVHD
IVNINGIL i 30V4uALNI
WBhivivd

INO
AvVidsia

HOSN3S

\ AdOD M
“ QyvH [

te.

AHOLvHO8aY
JITIVIIWNON

ONIGUNE
NOLLVINIWNULSN]

s f ]
B TYNINYIL
NNIT WX £ 2 2]
JOVHOLS nes _ ndo
EENA HILNIWOD HALNdWOD
%Sia NIV -0YOIN

AS19
AddOTd

UNCLASSIFIED




UNCLASSIFIED SSP 124

Figure 2.13
GEOMETRY FOR DIPOLE LOCATION
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Qmax = 90.000('%‘[-)2

Figure 2.16

MAP OF @ IN PLANE 1m ABOVE A DIPOLE
Dipole Moment (M4, My Mm3) =(1, 0, 0) A-m?
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Figure 2.18

MAP OF by IN PLANE 1m ABOVE A DIPOLE
Dipole Moment {m,, m,, m3) =(0, 0, 1) A-m?

UNCLASSIFIED







SSSSSS

i y

UNCLASSIF\ED
)
i
! |
Bma
i L Bmin =~
m A i\
? S I .:
. Yid 7 ff ) | 1 7 1 ,
) ' _Efb ! ’ 1 i} !
om/ %y » il \ iz \
i
: f Hut t
f/ 4
} ‘ 1

i,




SSP 124

UNCLASSIFIED

10 '0) = {¢X ‘LX) INOGQE pusdIuUnd JOU S| STDOJ JEYD BI0R
310413 ¥ IA08VY WL INYId K YD 2/ 40 INTVA

{2z ounbyy
(uiptx
oL g0 98 g0~ ob—
L. | 1 L oL-
: Ilm.c -
4 P z
Q 1 + i oo (W)X
,x,. 7
50
n 2 >

-0t

UNCLASSIFIED




INIWOIW 310dId 40 SININOJIWGO-E OGNV -L 40 OLLYH snsu3aa p ¢t

<
N 40 SNO01 40 SNOILO3YIQ T oMY Ly NI LHILIX3 WOWIXYIN 40 (613 K4
o B
wn > ;AnD
A <¢T sinby
| are . .
Se'L oL Gi'l : L1 o0t
L 2 2

& 2
3] i
w DN
cSu 7]
< <
0 2
£ o)
-

ME..Z.E

~9

-8

Lol




SSP 124

UNCLASSIFIED

dIO¥3IHdS V 40 SLNIAOW FT10SILINW 40 NOLLYINDTVYD 803 AHI3WO03O
gzC ambiy

€

ae A °¥

(EX Cx ‘tx)

UNCLASSIFIED




UNCLASSIFIED

SSP 124

44 0y jeuonuodoud eq M sixe [ m:o_u ploseyds uy pesnpuy . .
uswow ejodip ‘uoilBluslio pexy 104 °L s1 wnipaw Bujpunouns jo Aypqeewsed annejey
| ® SHILINVHVE IdVHS QIOHIHdS
SNOIYVA ANV € ‘L =/ 404 ALITIGVIWYHId 3AILYIIH AQIOHIHAS SNSHIA HOLOVS Iy

ve'z ainbiy

0gp O/b OOb 09 O 08z Oz 00Z 09 0ZL 08 ov
1 i [ 1

=a t

S=9 Y4 z
- —

=9 83=14 z2=9 Y v

s=0 &

UNCLASSIFIED




SSP 124

UNCLASSIFIED

‘sexe | pue ¢ Buole pioseyds ul pednrpul sjusWIOW ejudip jo ones o} {euonsocdosd
ag P opes ‘uopelus|o pexy 104 | S winipeiu Suipunouns jo Aupgesuned eaneiey
& SHI1IWVHVYd IdVHS GIOHIHIS
SNOIYVA HO4 ALMIEVIWYId JAILVIIY GIOHIHIS SNSHIA ‘4 0L £ 40 OUVY

GzZz emBiy
iy
co 08V (1274 ore (1748 08 oy 8
2l J { 1 1 I
~ 0
1  §
z
rA
-’ ]
S oL=9

=43

- ¥l

UNCLASSIFIED




UNCLASSIFIED SSP 124

12—

10+

Hr2

Figure 2.26

RATIO OF F3 TO Fy; VERSUS RELATIVE PERMEABILITY OF SURROUNDING MEDIUM FOR
VARIOUS SPHEROID SHAPE PARAMETERS e
Relative permeability of spheroid is 50. Most rocks have y,; = 1 while the
maximum for most fersous rocks is pp = 3.
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POSITION FROM ORIGIN {m)
Figure 2.27

MEASURED TOTAL MAGNETIC FIELD OF A .08 m RADIUS MILD STEEL SPHERE
AT A DEPTH OF 0.73m (SOLID LINE)
Geometry is that of Figure 211. Sphere center is diractly under position
value 0. Dotted line is theuretical prediction (McFee et a/., 1985).
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Figure 2.28

MEASURED TOTAL MAGNETIC FIELD OF A 105 mm HUW.TZER SHELL AT A
DEPTH OF 0.96 m (SOLID LINE).
Geometry is that of Figure 2.11. Symmotry axis is tilted 47° from vertical and its
projection is 43° from magnetic north. Shell center is directly under position value 0.
Dotted line is theoretical prediction {McFee ot a/, 1885).
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Figure 2.29

THE DESIGN PROTOTYPE MANIFOLDS FOR TWO DIFFERENT FERROUS SPHEROIDS.
Each manifold is a surface consisting of a continuum of points. Each point is the
head of a magnetic dipole moment vector corresponding to a polar angle, 9, and
azimuthai angle, $, of the symmetry axis of the sphoroid with respect to a
space-fixed coordinate system.
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(i+2,k+3)

(i-1.k+3)

FEATURE SPACE COORDINATE 3

‘i"‘1ok+2,

FEATURE SPACE COORDINATE 1

Figure 2.30

PORTION OF A TWO DIMENSIONAL PROTOTYPE MANIFOLD IN A
THREE DIMENSIONAL FEATURE SPACE AND ITS APPROXIMATION
BY A SET OF UNIT CELLS.

Each unit cell is a triangle formed by three adjacent points sampled
on the manifold.
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Figure 3.1
CONDUCTIVITY SPECTRUM {Ward and Fraser)
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Figure 3.3

TWO SCHEMES FOR HORIZONTAL EXPLORATION
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THREE MODELS OF CONDUCTIVITY ANISOTROPY
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Figure 3.5

CONDUCTIVITIES OF TYPICAL ROCK TYPES
{Slichter and Telkes)
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Figure 3.7

TWO LAVER EARTH GEOMETRY
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Figure 3.8
BLOWUP OF THE ELECTRODE PORTION (0.0,0) OF FIGURE 3.7
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Figure 3.9

FOUR ELECTRODE GCSOMETRY
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Figure 3.10

RATIO OF APPARENT RESISTIVITY TO TOP LAYER RESISTIVITY FOR 2 LAYER
EARTH MODEL AND WENNER ARRAY OF SPACING a (Wait, 1982)
Top layer thickness is i K is defined in text.
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Figure 3.12
RESULTS OF RECONSTRUCTION OF A COMPUTER GENERATED CONDUCTIVITY

DISTRIBUTION BASED ON SIMULATED MEASUREMENT OF FIELDS ON THE
TOP SURFACE OF THE VOLUME (Waexler)
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Figure 3.13

MICROSCOPIC MODEL FOR INDUCED POLARIZATION IMPEDANCE
Sphericai particle has a complex surface impedance 1 and volume resistivity @
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Figure 3.14

- MACROSCOPIC SHPERICAL VOLUME CONTAINING A NUMBER OF IDENTICAL
- MICROSCOPIC SPHERES AS IN FIGURE 3.13
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Figure 3.15

NORMALIZED -STEP FREQUENCY RESPONSE USING THE N-POLE
MODEL FOR RESISTIVITY

Figure 3.16
TYPICAL IMPRESSED CURRENT WAVEFORM USED IN INDUCED

POLARIZATION EXPERIMENTS
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Figure 3.17

UNNORMALIZED RESPONSE TO WAVEFORM OF FIGURE 3.16 USING
THE N-POLE MODEL FOR RESISTIVITY
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Figure 4.3
GEOMETRY OF A CURRENT CARRYING LOOP
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iy

LOOP 1

Figure 4.4

GEOMETRY FOR MUTUAL INDUCTANCE CALCULATIONS FOR
TWO CURRENT CARRYING LOOPS
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Figure 4.8b. COPLANAR GEOMETRY

Figure 4.56¢. ORTHUGONAL GEOMETRY

Figure 4.5

SPECIAL CASES FOR MUTUAL INDUCTANCE CALCULATIONS
For all cases ( » a4, 9,
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Figure 4.6

VARIOUS COIL COUPLING GEOMETRIES FOR USE
OVER AN INFINITE FLAT SHEET
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Figure 4.7

SIMPLE CIRCUIT MODEL OF ELECTROMAGNETIC INDUCTION
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Figure 4.9

PHASOR DIAGRAMS SHOWING EVOLUTION OF INDUCED CURRENT /; IN
TARGET CIRCUIT AS FREQUENCY w OF INDUCING FIELD INCREASES
V, is due to primary magnetic field (current /y). V4 is due to secondary
tield (current /y) (Grant and West).
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TRANSMITTER RECEIVER TRANSMITTER RECEIVER

_ J__i‘}/\f

] -
\ \
CIRCUIT
kga + CIRCUIT
kyg +

TRANSMITTER ~ RECEIVER } COUPLING CIRCUIT — RECEIVER COUPLING
TRANSMITTER - CIRCUIT

Figure 4.11

FLUX DIAGRAM TC QUALITATIVELY EXPLAIN RESPONSE OF FIGURE 4.10
In this case transmitter/receiver straddle target.

TRANSMITTER RECEIVER TRANSMITTER RECEIVER

W
— l >
/?‘\-/_— \\
Koz + Circurr ... ‘owcurr
Koy + 2
TRANSMITTER ~ RECEIVER
TRANSMITTER ~ CIRCUIT } COUPLING CIRCUIT - RECEIVER COUPLING

Figure 4.12

FLUX DIAGRAM TO QUALITATIVELY EXPLAIN RESPONSE OF FIGURE 4.10
In this case transmitter/receiver are to ona side of target.

UNCLASSIFIED




UNCLASSIFIED SSP 124

Z PRIMARY LOOP
SECONDARY LOQP
d (rl 6' ¢)

)
|
|
l

Y { » Y
l
S

~

~

Figure 4.13

GEOMETRY FOR CALCULATION OF THE RESPONSE OF A
SPHERE IN THE FIELD OF A COIL
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Figure 4.14

RESPONSE FUNCTIONS OF INDUCED MULTIPOLE MOMENTS FOR A
SPHERICAL CONDUCTOR IN THE FIELD OF A COIL
The 4 lowest ordars are shown {Wait, 1953).
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RELATIVE AMPLITUDE

0 0.2 04 08 08 10
TIME {ms]
Figure 4.16

FIRST 10 TERMS OF THE TIME RESPONSE OF A MAGNETICALLY
NONPERMEABLE SPHERE IN A UNIFORM MAGNETIC FIELD
(Das and McFge, 1981).

RELATIVE AMPUTUDE

0.0 02 04 08 0.8 1.0
TIME (ms)

Figure 4.16

FIRST 10 TERMS OFf THE TIME RESPONSE OF A MAGNETICALLY
PERMEABLE SPHERE IN A UNIFORM MAGNETIC FIELD
{Das and McFee, 1381).
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|mij+1>

PROTOTYPE
MANIFOLD

LINE SEGMENT
APPROXIMATION
TO MANIFOLD

FEATURE SPACE COORDINATE 2

lmy. >

FEATURE SPACE COORDINATE 1
Figure 4.18

PORTION OF A ONE DIMENSIONAL PROTOTYPE MANIFOLD (A CURVE)
IN AN N DIMENSIONAL FEATURE SPACE

(To allow it to be illustrated, the manifold has been projected onto the 2-space
formed by two of its feature coordinates). its approximeation by a set of
line segment unit cells is shown.
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